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Introduction

This textbook contains the knowledge expected to be acquired by the students at the
“College Functions” class of the Foundation Year and Intensive Foundation Semester at
the University of Debrecen.

We have tried to compose the textbook such that it is a self-contained material, in-
cluding many examples, figures and graphs of functions which help the students in better
understanding the topic, however, this book is primarily meant to be used as a Lecture
Notes connected to the ”College Functions” class. Thus we suggest the students to attend
the classes, and use this book as a supplementary mean of study.

The sections marked by * are sections which contain some non-compulsory subject,
which are meant only for the interested readers, but will not be required for the exam at
the and of semester.

In Chapter 1 we define the basic concepts connected to functions, and the most im-
portant properties of functions which we shall analyze later in the case of many types of
functions.

In Chapter 2 we present some basic types of functions, like linear functions, quadratic
functions, polynomial functions, power functions, exponential and logarithmic functions,
along with their most important properties.

Chapter 3 is devoted to a detailed description of trigonometric functions.

The topic of Chapter 4 is the transformation of functions.

The last Chapter contains the results of the unsolved exercises of the book, which will

help the students to check if their solutions lead to the right answer or not.

Debrecen, 2014. Attila Bérczes and Attila Gilanyi
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Chapter 1

The concept and basic properties of

functions

1.1 Relations and functions

In this section we provide a precise definition of binary relations and functions, which
is the mathematically correct way to introduce these concepts. However, this section is
recommended mostly for the interested reader, and we give a less precise but simpler

introduction of functions in the next section.

Definition 1.1. Let A be a non-empty set and a,b € A elements of A. The ordered pair
(a,b) is defined by
(a,b) :=={a,{a,b}}

Theorem 1.2. Let (a,b) and (c,d) be two ordered pairs. We have
(a,b) = (¢,d) <= a=c and b=d

Definition 1.3. Let A, B be two sets. The Cartesian product A x B of A and B is the
set of all ordered pairs with the first element being from A and the second element from
B, ie.

Ax B:={(a,b)|a€ A, be B}.

Definition 1.4. Let A, B be two non-empty sets. A binary relation p between A and
be B is a subset of the Cartesian product A x B, i.e. p C Ax B. If (a,b) € p then we also
say that
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e ¢ is in relation p with b, or

e ¢ is assigned b, or

e bf p assigns b to a.
If A = B then we say that p is a binary relation on A.
Notation. For (a,b) € p we also use the notation apb.

Example. Here we give some examples of binary relations from our earlier mathematical

experience:
e The relation < on the set of real numbers
e The realtion < on the integers
e The congruence of triangles
e The parallelity of lines in the plane
and we also give an abstract example to illustrate the definition above:
o Let A:={a,b,c}and p C A X A, p:={(a,b),(a,c),(b,c)}.

Definition 1.5. Let p C A x B be a binary relation. Then

e The domain of p is the set of all elements of A which are in relation
p with at least one element of B, i.e., the domain of p is defined by
D, :={a € A|3b e B with (a,b) € p}

e The range of p is the set of all such elements of B which are assigned

by p to at least one element of A, i.e. the range of p is defined by
R, :={be€ B|3a € A with (a,b) € p}

Definition 1.6. The binary relation f C A x B is called a function if
(a,b) € f and (a,c) € f = b=c.

The domain and the range of the function f are the sets which are defined as the domain

and the range of f considered as a relation.
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Notation. If a relation f is a function, then
e instead of f C A x B we write f : A — B and we say that f is a function from A to
B;
e instead of writing (a,b) € f or afb we shall write f(a) = b and we say that f maps

the element a to the element b, or b is the image of a by the function f.

Remark. The above definition means that a function maps each element of its domain to

a well-defined single element of the range.

Example. First we give an example for a function f : A — B, given by a diagram, where
A ={a,b,c,d} and B = {1,2,3,4}: This in fact means that f(a) =4, f(b) =2, f(c) =1

and f(d) = 3. The domain of f is Dy = {a,b,c,d} and the range of f is Ry = {1, 2, 3,4}.

Example. The following diagram defines a relation R from A to B, where A = {a,b,¢,d, e}

and B = {1,2,3,4}. However this relation is not a function.

We have aR1, bR2, cR4, aR3. The domain of R is Dy = {a,b,c} and the range of f is
Ry =1{1,2,3,4}. We emphasize that the relation defined by the diagram is not a function,
since for the same a € A we have both aR1 and aR3, and this is not allowed in the case of

a function.
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Example. The following diagram also defines a function f : A — B from A to B, where
A={a,b,c,d,e} and B = {1,2,3,4}.

We have f(b) =2, f(c) =2, f(d) =1, f(e) = 3. The domain of fis Dy = {b,¢,d, e} and
the range of f is Ry = {1,2,3}. We emphasize that the relation defined by the diagram is
a function, although f(b) = f(c) = 2, so two different elements may have the same image

by a function.

Remark. We wish to emphasize the difference between the two last examples. In the last
example f is a function, even if 2 is the image of two different elements of A. On the other
hand in the preceding example R is not a function since R assigns two different elements

to a.
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1.2 A ‘friendly’ introduction of functions

Definition 1.7. A relation is a correspondence between the elements of two sets.

Definition 1.8. A function is a correspondence between the elements of two sets, where
to elements of the first set there is assigned or associated only one element of the second

set. We use the following notations:

e For a function f from the set A to the set B we use the notation f: A — B

e To say that f maps an element a of A to the element b of B we write f(a) = b or
framb.

Remark. A function is in fact a relation, where to elements of the first set there is assigned

or associated only one element of the second set.
Example. Pelda diagrammal megadott fuggvenyre es "nem fuggvenyre”.

Definition 1.9. Let f : A — B be a function.

e The domain of f is defined by
Dy :={aec A|3b e B with f(a) = b}

e The range of f is defined by
Ry :={be B|3a € A with f(a) = b}

Remark. A function f is given only if along the correspondence, the domain of the function

is also given. Indeed, the functions

fZ—7Z f(z) = 2?
and

g:R—>R g(x) == 2?

are clearly different, although the formula describing the correspondence is the same. In-
deed, while g(v/2) = 2, f does not assign any value to v/2, and instead of v/2 we could
choose any element of R \ Z.

Convention. Whenever a function f is given by a formula, without specifying the domain
of the function we agree that f : R — R and the domain of the function is the largest

subset of R on which the formula has sense.
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Example. Let f(x) := 2> — 3z + 2 be a function.

: ComPUte f<_3)7 f(0)7 f(1>7f(\/§>7f<7r)7 f(t + 1)7 f(‘r + 2),f<$2 o 1)

2). Determine the domain of f.

3). Decide if y; = 2 and y, = —3 is in the range of f or not.

4). Determine the range of f.

Solution.

1). To compute the value of the function f given by the formula f(z) taken at a number
or expression a we substitute every occurrence of x in the right hand side of the
formula defining f by the number or expression a.

f(=3)=(-32=3-(-3)+2=9+9+2=20
f(0)=0"-3-04+2=0+0+2=2

f()=1-3-142=1-34+2=0

f(V2) = ﬁ —3-vV242=2-3V24+2=4-3V2

f(m)=n"—31+2

ft+ ) t+1)?=3-t+1)+2="+2t+1-3t—-3+2=1"—t
fle+2)=(@+2)?-3-(z+2)+2=2+4r+4-3r—-6+2=2"+2
f@®=1)=@*-12-3@"-1)+2=a2"-22"+1-32>+3+2=2"-52°+6

2). To determine the (maximal) domain of the function f given by a formula we have to
determine the maximal subset of R on which the formula defining f has sense.
Since x? — 3z + 2 has sense for every real number z the (maximal) domain of f is
the whole set of real numbers, i.e. Dy = R.

3). To decide if a concrete number y belongs to range of a function f given by a formula

we need to solve the equation f(x) = y in the variable x, where y is a given number.
If the equation has a solution in the domain Dy of f then y belongs to the range of
f, otherwise y does not belong to the range of f.

To decide if y; = 2 is in the range of f or not we have to check if the equation

f(x)=wu
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has a solution in Dy or not. So we solve the equation

2 —3r4+2=2 x2—3x:0x120, To =3

Since
f(0) =2

we see that y; = 2 € Ry.

To decide if y; = —3 is in the range of f or not we have to check if the equation
f(z) =y

has a solution in Dy or not. So we solve the equation
?—3r+2=-3 2*-3x+5=0

Since the discriminant A = (=3)? —4-1-5 = —11 < 0 the above equation has no
solution and we see that y, = —3 € Ry.

4). To determine the range of a function f given by a formula we need to solve the
equation f(zo) = yo in the variable zo, where gy, is a parameter. The range of R of

f consists of those values vy, for which the equation f(xg) = yo has a solution in the
domain Dy of f.

Thus we shall check for which values of the parameter 3, the equation
=3 +2=1,

has a solution in Dy = R. The equation takes the form

2* =3z + (2 —1yo) =0,

which has a solution if and only if its discriminant is non-negative, i.e.
9—4(2—1yy) >0.

This is equivalent to yy > i, so the range of f is Ry = [}1, 00 [

Exercise 1.1. Let f(x) be one of the functions below.

1)' ComPUte f(_3)7 f(O), f(1>7f(\/§>7f(7r)a f(t + 1)7 f(aj + 2),f<£L‘2 o 1)'
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2). Determine the domain of f.
3). Decide if y; and yo (given below next to the function f) is in the range of f or not.

4). Determine the range of f.

a) flz)=2>—-504+6, y =2, yp=—1 b) f(z) =—2"+4, y1=8, =0
c) f(z) = Va —4, y1 =4, yo = —2 d) fl) =v6—2, 31 =2, yo=-3
1
e) f(x) =3vVx+2, y1=—3, Yo =3 f) — y1=—1, y2=0
r+1 2r — 3
g) f(x) = y1=-3, yo=1 h) Y1 =2, Yo = —9

x—3 42’
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1.3 The graph of a function

1.3.1 Cartesian coordinate system

Definition 1.10. Consider two perpendicular lines on the plane, one of them being hori-
zontal, the other one vertical. The intersection point of the two lines is called the origin,
the horizontal line is called the X-axis and the vertical line is called the Y-axis. On each
of these lines we represent the set of real numbers in the usual way, 0 being represented on
both lines by the origin, and with the convention that on the horizontal line the positive
direction is to the left, and on the vertical line the positive direction is upwards. The plane

together with the two axis is called the Cartesian coordinate system.

Then any point of the plane corresponds to a pair of real numbers (x,y) € R? in the
following way: x is the real number corresponding to the projection of the point to the
X-axis, and y is the real number corresponding to the projection of the point to the Y-
axis. Conversely, to represent a pair (z,y) as a point of the plane we draw a parallel line to
the Y-axis through the point corresponding to x on the X-axis, and a parallel line to the
X-axis through the point corresponding to y on the Y-axis, and the point corresponding

to (x,y) will be the intersection point of these two lines.

Example. Represent the following pairs of real numbers in the Cartesian coordinate sys-

tem:

(1,2),(4,7),(3,1),(3,=7),(=5,—-2), (—4,8).

Solution.
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10

1.3.2 The graph of a function

Definition 1.11. Let f : R — R be a function. The set

{(z,y) eR*|w € Dy, y = f(2)}

is called the graph of the function f.

The graph of a function can be represented in the so-called Cartesian coordinate system.

Graphing a function:

To draw the graph of a function f : R — R we proceed as follows:

1). First we compute pairs (x, f(x)) for several values of z.

(We also may summarize this in a table of values.)

2). Using a Cartesian coordinate system we plot the computed
points (x, f(z)) in the plane.

3). We connect these points by a smooth curve.

Example. Draw the graph of the function f(z) = %.
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1). We compute the pairs (z, f(z)) for x = =3, -2, —1.5,—1,-0.5,0,0.5,1,1.5,2, 3:

x | 3]|-2| 15 [-1] 05 [o] o5 |1]| 15 [2]3
f(x) [ -27]-8|-3.375 | -1 -0.125 | 0] 0.125 | 1| 3.375 | 8 | 27

2). We plot the points (—3, —6.75), (—2, —2), (—1.5, —0.84375), (—1, —1), (—0.5, —0.03125),
(0,0), (0.5,0.03125), (1,1), (1.5,0.84375), (2, 2), (3,6.75)

3). We connect the points by a smooth curve
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c) flz) = —2x+2

f) f(x) = 22* — 2

i) f(x)=—2*+9

) fl) =V +3-2
—2

o) flz) = —

0= 52

1.3.3 The graph of equations or relations

Similarly to the graph of functions one may represent relations or solutions of an equation

in two unknowns in the Cartesian coordinate system.
Example. Represent the set of solutions of the equation

4+ y* =25
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in the Cartesian coordinate system.

Solution. We have to draw the curve corresponding to the set
{(z,y) € R?|a? +y? = 25} C R?

in the Cartesian system, so we get

10

=3

-10 4

Remark. Clearly, the graph of the function f(x) is the same as the graph of the equation
y = f(x). Thus, when there is no danger of confusion we shall not make any distinction

among them.

1.3.4 The vertical line test

The graph of a function may intersect or touch any vertical line in at most one
point. More precisely, a curve or any set of points in the plane, drawn in the

Cartesian coordinate system is the graph of a function if and only if this curve or

set has at most one common point with any vertical line.

Example. The following two figures show the essential difference between the graph of a

function and a curve that is not the graph of a function:
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10 4 104
E E /

I 1 r T T 1
10 0 10 -10 0 10
4 54

-10 - -10-
There exists a vertical line such that it intersects the curve in two points, Every vertical line intersects the curve in at most one point
so this iz not the graph of a function thus there esists a finctin such that the curve is the sraph of that function.

Remark. The vertical line test is a graphical method, which is very useful to understand
well the concept of a function, however, in itself it is not a rigorous proving method.
However, if we "see” the vertical line showing that a curve is not the graph of a function,

then it is easy to write down the proof rigorously.

Exercise 1.3. Using the vertical line test decide if the following curves are graphs of a
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function or not:

a) b)

4 B 0 2| 4 4
x
_2_\ 2l
4+ 4
c) d)
44 44
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1.3.5 The Y-intercept and the X-intercepts of functions

When drawing the graph of a function we pay special interest to the intersection of the

graph with the coordinate axis.

Definition 1.12. (Intercepts of the graph of a function)

1). The intersection point of the graph of a function with the Y-axis is called the Y-
intercept of the graph.

2). An intersection point of the graph of a function with the X-axis is called an X-
intercept of the graph.

Remark. Note the difference on the two points of the above definition: the Y-intercept
is a single point (if it exists), however there might exist more X-intercepts. Indeed, the
vertical line test guarantees that the graph of a function might intersect the Y-axis (which

is a vertical line) in at most one point.

Theorem 1.13. (The Y -intercept of a function) The graph of a function f hasY -intercept
if and only if it is defined in xo = 0, and it is the point B(0,yo) with yo := f(0).

Theorem 1.14. (The X-intercepts of a function) The graph of a function f given by a
formula f(x) has X -intercepts if and only if the equation

f(I):O ZL‘EDf

has solutions in the domain Dy of f, and the X intercepts are the points A;(xz;,0) for

1=1,2,..., where x; fori=1,2,... are the solutions of the above equation.

Example. Compute the Y-intercept and the X-intercepts of the graph of the function
f(x) =2* — 3z — 4.
Solution. The Y intercept is the point B(0, f(0)), i.e. the point B(0,—4) (since f(0) =
02 —3-0—4).
The X intercepts are the points having Y-coordinate zero, their X-coordinates being
the solutions of the equation
®—4=0.

Using the ” Almighty formula” these solutions are z; = —1 and x5 = 4, so the X-intercepts
are A;(—1,0) and As(4,0).
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Exercise 1.4. Compute the Y-intercept and the X-intercepts of the following functions:

a) f(x) =3z —2 b) f(z) =—2x+5 c) flx) =3
d) f(z) =2 -4z +3 e) f(z) =a* -2 f) f(z) = —22% + 8z — 8
) fla) = h) fr) =2+ ) fr) = 2
j) flz) =2 k) f(z) =37 D flz) =277

3 _ 6 2 _ 1
m) f(x) =’ —4x n) f(z) =2"+2"+2 O)f<x>_m
p) f(z)=Vz+3 q) f(z) =3+ Va 1) fz) = =2+ Ve -3
s) fx) = |z —2| t) f(z) =lez+1[ -3 w) f(z) = le+2| = |z -4
v) f(z) =sinz w) f(z) = cosx x) f(z) =tanx
y) f(x) = cotx z) f(r) =sin®z + 2 w) f(z) =cosz —sinz



26 CHAPTER 1. THE CONCEPT AND BASIC PROPERTIES OF FUNCTIONS

1.4 New functions from old ones

Definition 1.15. (The sum, difference, product and quotient of functions) Let f,g : R —
R be two functions defined by the formulas f(x) and g(z), and denote by Dy and D, the
domain of f and g, respectively. Put D := Dy N D, and Dy := D\ {a € R |g(a) = 0}.
Then

1). the sum f + g of f and g is defined by
(f+9):D—=R, (f+g)():=f(z)+g(z)
2). the difference f — g of f and g is defined by
(f=9):D—=R, (f—g)(x):= f(x) —g(x)
3). the product f - g of f and g is defined by
(f-9):D—=R, (f-g)(x):=f(z) g(z)

4). the quotient 5 of f and ¢ is defined by
i:DO—HR, (i) (x) ::m
9 9 9(x)
Remark. The above definition means that the sum, difference, product and quotient of
two functions given by a formula is the function defined by the sum, difference, product
and quotient of the two formulas, however, the domain is not the maximal domain implied
by the resulting formula, but the intersection of the domains of the original functions, or

in case of the quotient, an even more restricted set.
For example if f(x) :=x — /z and g(z) := x + \/x then Dy = D, = [0, 0], and thus
(f+9):[0,00] =R, (f+9)(z)=2z,
even if the function defined simply by the formula 2z would have maximal domain R.

Example. Let f,g : R — R be two functions given by f(z) := z® + 32% and g(z) =

1 + cos? . then we have

(f +9)(x) = f(x) +
(

g(x) =2 + 322 + 1 + cos’x
(f —9)(x) = f(z) — g(x) = (z° + 32%) — (1 +cos’x) = 2° + 32> — 1 — cos’x
)= (2° 4+ 32%) - (1 + cos*z) = 2 + 32 + 2° cos® v + 32° cos®

f-
(o= 13- Feie
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Definition 1.16. (Composition of functions) Let f: B — C' and g : A — B two functions
such that R, C Dy, where R, denotes the range of g and Dy the domain of f. Then the

composite function f o g is defined as

feg:A—=C, (fog)(z) = [flyg(x))
for every z in the domain of g.

Remark. The composition of functions may also be regarded as connecting two machines.
Namely, the first machine ¢ transforms the input z to the output g(z), which will be
the input of the machine f, and this transforms g(z) to f(g(x)). Then the ”connected
machine” f o g is the machine which transforms the input = to f(g(x)), and we already

cannot see which part of the ”work” was done by the machines f and g, respectively.
Example. diagrammos szemleltetes

Remark. In most cases we shall work with composite functions in the case A =B =C =
R, so the composite functions fog and go f can be both defined. However, these functions

in general are different, i.e. the composition of functions is not commutative.

Example. Let f(z) := 2® + 322, g(x) := 2? — 2 and h(x) = cosz. Then

=% — 62 +122% — 8+ 32" — 1222 + 12 =20 — 32* +-4
(go f)(x) = g(f(x)) = g(z® + 32°) = (2° + 32%)* — 2 = 2® + 62 + 92" — 2
(foh)(x) = f(h(zx)) = f(cosz) = cos® v + 3cos =
(ho f)(z) = h(f(x)) = h(z® + 32*) = cos(z® + 32?)
(gog)(x) =glg(x)) =ga® —=2) = (2? =2 —2=2a" —d2® + 4 -2 =2" — 42® + 2
)(z)

(fohog)(z)=f(h(g(x))) = f(h(z* —2)) =
(cos(z® — 2)) = cos®(2? — 2) + 3 cos?(z? — 2)
Exercise 1.5. Compute fog,go f, foh,hof, fohogand gogo g, provided that
a) fla)=2*+2+1, g(x)=2>+2z, h(z)=3z+2
v)=2+1, glx)=2°—-1, h(zx)=sinz
flx)=2*+2+1, g(x)=2", h(z)=tanx
f(x) =24z, g&)=v2zx, hlx)=z-2
fx) =2 g(x)=3" h(z)=3x+2
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f) f(x) =2, g(z)=sinz, h(x)=Ilogyx
flx)y=a—x+1, glx)=2"-2, h(z)=22+1

h) f(z)=2°-22+1, glx)=2>—2+1, h(z)=2"+1
(r)=2>—2+3, gla)=2>+1, hl@)=2"+1+1

() =2 -20+2, gl@)=2>+3, h@) ="+

k) f(x) =2* — 22, g(x)=2*+1, hz)=2>+x

) fa)=2*+24+1, ga)=2>—-2-1, h@) =2 +2+1

Example. Let fi.(z) := 2% and gp(x) = ¥z for k = 1,2,.... Let hy(x) := a® and
lo(x) = log,(x) for € R.g and a # 1. Further, let s(z) := sinz, c¢(x) = cosz and
t(z) := tanz. Build the following function F(x) as a composite function of the above
functions:

Fla) = sin® ({/log, (sin(27)) ) .
Solution.

F(z) = fs (s (g5 (I2 (s (h2(2))))))

Exercise 1.6. Let fy(x) := 2% and g(z) := /x for k = 1,2,.... Let hy(z) := a® and
lo(x) = log,(x) for € Ry and a # 1. Further, let s(z) := sinz, c¢(z) = cosz and
t(z) := tanz. Build the following function F(x) as a composite function of the above

functions:

a) F(z) := cos ( "/logs (tan(g,x)))

b) F(x) = log] (sin® {/log (tan(57)))

¢) F(x) = tan (log, (cos (4/log; (Sm<3x>))>)4
d) F(x) = sin® (log, tan ¢7—>4

e) F(x) := log} (sin2 W)

£) F(x) := sin? tan® log} cos (\/7?)

Definition 1.17. Let A, B and X C A be sets, and let f : A — B be a function. The
function ¢g : X — B, for which ¢g(z) = f(x) for each x € X, is said to be the the restriction
of f to the set X.

The restriction of the function f to the set X is also denoted by f|x.



1.4. NEW FUNCTIONS FROM OLD ONES 29

Examples.

1. Let us consider the function f: R — R, f(z) = 2. The graph of f is:

f{x) = w2

Graph of the function f: R — R, f(z) = 2%

The restriction g of f to the set [0, 00[ is g : [0,00[ — R, g(x) = x2. The graph of g is:

gl = 12

Graph of the function g : [0,00[— R, g(z) = 2.
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2. Let f:R\0— R, f(z) = 1. The graph of f is:

B_
flx) = 1/x

E:
Graph of the function f: R\ 0 — R, f(x) = %
The restriction g of f to the set |0, oo[ is g :]0,00[— R, g(z) = 1. The graph of g is:

8_
gl =14

-g-

Graph of the function g :]0,00[— R, g(z) = L.
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The restriction & of f to the set | — oo, 0[is h :]Joo,0[ — R, h(z) = L. The graph of h is:

a4

Graph of the function % :]0, 00 — R, h(z) = 1.

The restriction k of f to the set ]0,1] is k :]0,1] — R, k(z) = 1. The graph of k is:

8_
ki) =14

g
Graph of the function & :]0,1] — R, k(z) =

8 |~
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1.5 Further properties of functions

1.5.1 Injectivity of functions

Definition 1.18. Let A and B arbitrary sets. A function f : A — B is called injective if,
for all z,z € A, y € B for which (z,y) € f and (z,y) € f, we have = = z.

Remark. Injective functions are also called invertible.
Examples.
1. Let A={a,b,c,d}, B=1{1,2,3,4,5} and let us define f : A — B such that f(a) = 5,

f(b) =2, f(c) =1, f(d) = 3. It is easy to see that f satisfies the requirements given in
Definition 1.6, therefore, it is a function. It can be illustrated in the following form:

It is visible, that there are no elements x; € A and zy € A such that f(z1) = f(x9),

which implies that f is injective.

2. Let now A = {a,b,c,d, e}, B = {1,2,3,4,5} and let g : A — B, g(a) = 5, g(b) = 2,
g(c) =1, g(d) = 3,g(e) = 5. This function can be illustrated as
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It is easy to see that g is a function, but, since g(a) = g(e) = 5, it is not injective.

3. Let us consider the function f: R — R, f(x) = 2z 4+ 3. The graph of this function has

the following form.

fln2x+3

Graph of the function f: R — R, f(x) = 2x + 3.

It is easy to see, that there are no elements x; € R and x2 € R such that f(z;) = f(x2),
which yields the injectivity of f.

4. Let g : [0,00[— R, g(x) = /. The graph of g is:
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2] afx) = %{1/12)

Graph of the function g : [0,00[ — R, g(z) = /.

Obviously, there no no elements z; € [0,00[ and z2 € [0,00[ such that g(z;) = g(z2),

thus ¢ is also injective.

5. Let h: R — R, h(z) = 2% The graph of h:

h(x) = x*2

Graph of the function h: R — R, h(x) = 22
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Since there are elements z; € R, 25 € R such that h(z;) = h(z3) (for example f(—1) =
f(1) = 1), the function h is not injective.

6. Let us consider the function % : [0, 00 — R, k(z) = 2* now. The graph of & is:

k(x) = x"2

SIS T R MR

X

Graph of the function % : [0, 00[ — R, k(z) = 2.

Obviously, there does not exist elements z; € [0, 00[ and x5 € [0, 00[ such that k(x;) =

k(zs3), therefore k is an injective function.
Remark. The last two examples point out that if we investigate the injectivity of a function

then the domain of the function plays an important role.

1.5.2 Surjectivity of functions

Definition 1.19. Let A and B arbitrary sets. A function f : A — B is said to be surjective
if the range of f is B.

Remark. The definition above requires that, for each y € B, there exists an © € A such
that f(z) =y.

Examples.
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1. Let A={a,b,c,d, e}, B=1{1,2,3,4,5} and let f : A — B such that f(a) =4, f(b) = 2,
fle) =1, f(d) =3, fle) =4, ie,

It is visible that f is a function, furthermore, it is also clear that, for each element

y € B, there exists an xz € A such that f(z) =y, therefore f is surjective.

2. Let now A = {a,b,c,d}, B = {1,2,3,4,5} and let g : A — B, g(a) = 5, g(b) = 2,
g(c) =1, g(d) = 3. A diagram corresponding to g is:

It is easy to see that g is a function. However, there exists an element y € B such that
there is is no € A for which g(x) = y. (The element 4 € B has this property.) This

implies that ¢ is not surjective.
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3. Let us consider the function f: R — R, f(z) = 22 — 1. The graph of this function has

the following form.

Graph of the function f: R — R, f(x) =2z — 1.

It is easy to verify that, for each y € R there exists an x € R for which f(x) = v.
(Solving the equation y = 2z — 1 for x, we obtain such an x € R for each y € R.) This

means that the function f is surjective.

4. Let g : [0,00[— R, g(x) = /x + 3. The graph of g is:
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gix) = #{1/2)+3

Graph of the function g : [0, 00 — R, g(z) = /z + 3 = 21/2 + 3.

Since there are elements y in the range R of g such that there is no element z in the
domain [0, 00| of g for which g(z) = y. (For example y = 1 fulfills this property.))

Therefore ¢ is not surjective.

5. Let k : [0,00[— [3,00[, k(z) = /z 4+ 3. The graph of g is:

ki) = wh(1/2)+3

Graph of the function k : [0, 00[ — [3,00[, k(z) = \/z +3 = 2'/2 + 3.
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It is easy to see that, for each y € [3,00] there exists an = € [0, 00[ such that k(z) =y

Thus, k is surjective.

6. Let h: R — R, h(z) = 2> — 3. The graph of h:

Graph of the function h: R — R, h(x) = 22 — 3.

It is easy to check that A is not surjective.

7. Let m : R — [=3, 00[, m(z) = 2* — 3. The graph of m:
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Graph of the function m : R — [—3, 00[, m(z) = z* — 3.

It is obvious that m is surjective.

Remark. The last four examples show that concerning the injectivity of a function the

range of the function plays an important role.

1.5.3 Bijectivity of functions

Definition 1.20. Let A and B arbitrary sets. A function f : A — B is called bijective if

it is injective and surjective.

Examples.

1. Let A = {a,b,c,d,e}, B = {1,2,3,4,5} and let f : A — B, f(a) = 5, f(b) = 2,
fle) =1, f(d) = 3, f(e) = 4. It is easy to see that f is a function, furthermore, it is
injective and surjective, therefore, it is bijective. The function has the form
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2. Let A ={a,b,c,d}, B=1{1,2,3,4,5} and let g: A — B, g(a) =2, g(b) =3, g(c) =1,
g(d) = 4. This function is injective but not surjective, thus, it is not bijective. An

illustration of ¢ is:

3. Let A={a,b,c,d,e}, B=1{1,2,3,4,5} andlet h: A — B, h(a) =5, h(b) =2, h(c) =1,
h(d) = 3,h(e) = 3. The function h is surjective but not injective, which yields that it

is not bijective. The function can be illustrated in the following form::
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4. Let A={a,b,c,d,e}, B={1,2,3,4,5} and let k: A — B, k(a) =5, k(b) =2, k(c) =1,
k(d) = 4,k(e) = 4. The function k is neither injective nor surjective, therefore, it is not

bijective. The function has the form

5. Let us consider the function f: R — R, f(z) = —2x + 1. The graph of this function

has the form:
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) = -2+

Graph of the function f: R — R, f(z) = =2z + 1.

It is easy to see that this function is injective and surjective, therefore, it is bijective.

6. Let us consider the function g : R — R, g(z) = %x — 1. The graph of g is:

y 21 gix) = 17271

Graph of the function g : R — R, g(z) = 1z — 1.

This function is also injective and surjective, therefore, it is bijective.
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7. Let h:[0,00[— R, h(x) = y/z + 1. The graph of h is:

hix) = wh(1/2)+1

Graph of the function h : [0,00[— R, h(z) = VT + 1 =23 + 1.

The function h is injective but not surjective, thus, it is not bijective.

8. Let k:[0,00[— [1,00[, k(z) = /x + 1. The graph of k is:

k(i) = wr(1/2)+1

Graph of the function k : [0,00] — [1,00[, k(z) = /T + 1 = 22 + 1.
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The function k is injective and surjective, therefore, it is bijective.

9. Let p: R — R, p(x) = 22 + 1. The graph of p:

1 b= w2+

Graph of the function p: R — R, p(x) = 2% + 1.

This function is neither injective nor surjective, thus, it is not bijective.

10. Let g : [0,00[ — R, g(z) = 2* + 1. The graph of ¢:

127

10 qix) = w241

45
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Graph of the function ¢ : [0,00[— R, ¢(z) = 22 + 1.

The function ¢ is injective but not surjective, therefore, it is not bijective.
11. Let 7 : [0,00[— [1,00][, r(z) = 2* + 1. The graph of r:
12

10 r{x) = w241

SR A A

X

Graph of the function r : [0, 00[ — [1,00[, r(z) = 2* + 1.

The function r is injective and surjective, thus, it is bijective.

Remark. The examples above show that concerning the bijectivity of a function its domain

and its range is also important.

Exercise 1.7. Illustrate the following functions and decide whether they are bijective,

injective or surjective:

a) A={a,b,c,d,e}, B={1,2,3,4,5},
f+A—= B, fla)=4, f(b) =3, f(c) =1, f(d) =5, f(e) =2

b) A={a,b,c,d,e}, B=1{1,2,3,4,5},
f+A— B, fla) =4, f(b) =3, f(c)=1, f(d) =5, f(e) =3;

c) A={a,b,cd}, B={1,2,3,4,5},
f+A—= B, fla) =4, f(b) =3, f(c) =2, f(d) =5;
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d) A={a,b,cd e}, B=1{1,2,3,4},
f+A—= B, fla)=4, f(b)=3, f(c)=1, f(d) =2, fe) =2;

e) A={a,b,c,d, e}, B=1{1,2,3,4,5},
f+A—= B, fla) =4, f(b) =5, f(c)=1, f(d) =2, f(e) =3;

A={a,b,c,d,e}, B={1,2,3,4},
frA—= B, fla) =4, f(b) =4, f(c)=3, f(d) =1, f(e) = 2.

Exercise 1.8. Draw the graph of the following functions in a coordinate system and decide

whether they are bijective, injective or surjective:

a) f:R—R, f(z) =2z —3;

b) f:R—R, f(z) = -3z +2;

¢) [ R-R, f(z)=1Le+3;

d) f:R—R, f(x) =22+ 2;

e) fiR—=[2,00[, f(z) = 2% +2;

f) f:10,00[— [2,00[, f(z) =2 +2;
g) f1R—=R, f(z) =2" -1

h) f:R—[-1,00[, f(x) =2® - L;

i) f:[0,00[—> [_1700[’ f($):l'2—1;

)RR, f(z) = (2 —2)%
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1.5.4 Inverse of a function

Definition 1.21. Let A and B arbitrary sets, let f : A — B be a injective function and let
us denote the range of f by Y. Interchanging the elements in the ordered pairs (z,y) € f,

we obtain a function ¢ : Y — A, g(y) = =. This function is said to be the inverse function
of f.
The inverse function of f is denoted by f~!.

Remark. It is important to note that the inverse function is defined in the case of injective

functions only.

Examples.

1. Let A={a,b,c,d,e}, B=1{1,2,3,4,5} and let us define f : A — B, f(a) =4, f(b) = 2,
fle) =1, f(d) =3, f(e) = 5. This function can be illustrated as:

It is easy to see that this function is injective, thus there exists its inverse. The inverse
f~': B — A of f has the form
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that is,

which means that f~'(1) =¢, f7%(2) =5, f'(3)=d, f'(4) =a and f7'(5) =e.

2. Let A={a,b,c,d,e}, B=1{1,2,3,4,5} and let us define g : A — B, g(a) =4, g(b) = 2,
g(c) =1, g(d) = 5. This function can be illustrated as:
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The function ¢ is injective, therefore, it is invertible. It is important to mention, that
the range of g is the set C = {1,2,3,5}, which means that the domain of g~! will be
this set, too. Thus, g7' : C — A, g7 (1) = ¢, g71(2) = a, g71(3) = b, g7 1(5) = d, that

is,

3. Let A=1{a,b,c,d,e}, B={1,2,3,4} and let h: A — B, h(a) =4, h(b) =2, h(c) =1,
h(d) = 3,h(e) =3, 1. e.,
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The function h is not injective, thus, it does not have any inverse.

4. Let us consider the function f: R — R, f(x) = 2z. The graph of this function has the

form:

flx) = 2%

Graph of the function f: R — R, f(x) = 2z.

This function is injective, therefore, it is invertible. Its inverse can be determined in
the following form: by the definition of f, we may write y = 2z for all x € R, which
means that = = %y for each y € R. Therefore, the inverse g = f~! : R — R of f can
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be written as g(y) = f~'(y) = 1y or, writing z instead of y, g(z) = f~'(z) = 32. The

graph of g = f~!is:

Graph of the function ¢ : R — R, g(z) = 3.

1

Let us draw the graphs of the functions f and g = f~" above in the same coordinate

system.

Graphs of the functions f : R — R, f(z) = 2z and its inverse g : R — R, g(z) = 3.
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We may observe that the graph of g = f~!

is a reflection of the graph of f in the line
y = x. (More precisely the graph of g = f~! is a reflection of the graph of f in the graph
of the identical function i : R — R, i(z) = x.) This important connection is always
valid for the graph of a function and for the graph of its inverse. We will formulate this

fact in the next Remark.

Remark. It is easy to verify that the graph of the inverse of an invertible function f is
always a reflection of the graph of f in the graph of the identical function 7 : R — R,

i(r) = .

Examples.

1. Let us consider the function f: R — R, f(z) = 2z + 4 now.

154 () = 27+

-10-

Graph of the function f: R — R, f(z) =2z + 4.

This function is injective, thus, it is invertible. The equation y = 2z + 4 implies that
xr = %y — 2, therefore the inverse g = f~! : R — R of f has the form g(z) = 2 — 2.
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Graph of the function g : R — R, g(x) = %x — 2.
Drawing the graphs of f and g in the same coordinate system, we obtain:

181 flx) = 27+

Graphs of f: R — R, f(z) =2z + 4 and its inverse g : R — R, g(x) = %:L’ —2.

2. Let f:]0,00[— R, f(z) = 2. This function is injective, therefore, it is invertible. Its

inverse is is g : [0,00[ — R, g(x) = /z. The graphs of these functions are:
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95

f{x) = w2

glx) = x{1/2)

24

Graphs of f:[0,00[— R, f(x) = 2? and its inverse g : [0,00[ — R, g(z) = /.

3. Note that the function R — R, f(x) = z? is not injective, thus, its inverse does not

exist.

4. Let f : R\ 0 — R, f(z) = % This function is injective, thus, invertible. It inverse is
g:R\0—R, f(z) =1, that is the same function as f The graph of the functions

flx) = 1/x

8

Graphs of f: R\ 0 — R, f(x) =

i and its inverse g : R\ 0 — R, g(z) = 1.

1
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Exercise 1.9. Illustrate the following functions with a diagram, investigate if they are
invertible or not and, in the case when they exist, determine their inverse functions and

draw their diagrams:

a) A={a,b,c,d,e}, B={1,2,3,4,5},
f+A—= B, fla) =5, f(b)=3, flc)=1, f(d) =2, f(e) =4;

b) Let A={a,b,c,d}, B=1{1,2,3,4},
f1A—= B, fla)=4, f(b)=3, f(c)=2, f(d) =1

c) A={a,b,c,d}, B=1{1,2,3,4,5},
f+A—= B, f(a)=3, f(b)=2, f(c)=1, f(d) =5;

d) A={a,b,c,d, e}, B=1{1,2,3,4},
A B fla)=1, f6) =3, f(c) =4 f(d)=2, f(c) =3

Exercise 1.10. Draw the graphs of the following functions, determine their inverses (if

they exist) and draw the graph of the inverse functions, too:
a) [:R =R, f(z) =3z +2;

b) f:R—=R, f(z) =2z —4;

c) f:R—-R, f(x) =22+ 1;

d) f:[0,00[= R, f(z) =2 +1;

e) f:[0,00[—R, f(z) =2®—2

f) f:[0,00[— R, f(z) =z +1;

g) f:[0,00[ =R, f(z) =z -2
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Types of functions

2.1 Linear functions

Definition 2.1. A function f : R — R defined by
flz):=ax+b, acRbeR

is called a linear function.

Remark. We remind the student that for all pairs of points Pz, y;) and Py(x2,2) lying
on the same (not vertical) straight line in the plane (represented in a Cartesian coordinate

system) the quantity
Y2"Y% _

Lo — X1

is constant (i.e. it is independent of the choice of P; and P,). This number is called the

slope of the line.
Theorem 2.2. Let f(z) = ax + b be a linear function with a,b € R

1). The graph of f is a straight line. More precisely, the graph of f is the line with
equation y = ax +b. Further, the graph of f is a horizontal line if and only if a = 0.

2). The Y -intercept of the graph of f is the point B(0,b).

3). Whenever a # 0 the only X-intercept of the graph of f is the point A (%b,O). If
a = 0,b# 0 then the graph of f has no X-intercept. If a = 0,b = 0 then the graph
of f is the X -axis itself.

o7
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The above theorem suggests the definition below:
Definition 2.3. The number a is called the slope of the linear function f(z) = az + b.

Theorem 2.4. Fix a Cartesian coordinate system in the two dimensional plane. Except
for the vertical lines every straight line in the plane is the graph of a linear function. The

function corresponding to a line may be given by the following formulas:

1). The slope-intercept formula

If the line has slope a and Y -intercept b then the function corresponding to the

line is given by

f(z) =ax +0b.

2). The point-slope formula

If the line has slope a and passes through the point Py(x1,y1) then the line has

equation

y—uy=alz— 1),
and the function corresponding to the line is given by

f(x) = a(r —x1) + 1.

3). The point-point formula

If the passes through the points Py (x1,v1) and Py(z1,y1) with y3 # yo then the line

has equation

y—uy = 2= (r — 1),

and the function corresponding to the line is given by

f(z) = 228 (z — a1) + y1.

Example. Draw the graph of the following functions:
flx)=0, b=-4,-3,-2,—-1,0,1,2,3,4.

As the below figure shows the graph of these functions are all horizontal lines and the

intersection with the Y-axis is b.
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Example. Draw the graph of the following functions:

fol) =2 +b, b=-5—-4,-3,-2-1,0,1,2,3,4,5.

As the below figure shows the graph of these functions are parallel to each other and the

intersection with the Y-axis is b.
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Example. Draw the graph of the following functions:

folx) =azx, a=-3,-2,—1,-0.5,—-1/3,0,1/3,0.5,1,2,3,4,5.

As the below figure shows the graph of each of these functions goes through the origin,
and if a is positive, then the line passes through the 1st and 3rd quadrant, if a is negative,
then it passes through the 2nd and 4th quadrant. In the case of a = 0 the graph is the

X-axis
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Example. Determine the linear function whose slope is a = 3 and whose graph has Y-

intercept b = —5.

Solution. By the slope-intercept formula

f(z) =ar+b=3x—5.

Example. Determine the linear function whose slope is ¢ = 3 and whose graph passes

through the point P;(—2,4).

Solution. By the point-slope formula the equation of the line is

y—4=3
Yy =3z +

(x
1

(y — ) = a(r — 1)

- (=2)

and thus the linear function whose graph is this line is given by

f(z) = 3z + 10.

Example. Determine the linear function whose graph passes through the points P;(—3,1)

and P(2,11).
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Solution. By the point-point formula the equation of the line is

Yy—Y = T — 1)
To — X1
11-1
—1= _
v—1= 5y (3)
y—1=2(x+3)
y=2x+7

and thus the linear function whose graph is this line is given by

flz)=2x+7.

Exercise 2.1. Determine the linear function whose slope is a and whose graph has Y-

intercept b where:

Sketch the graph of these functions.

Exercise 2.2. Determine the linear function whose slope is a and whose graph passes
through the point P;.

a)a =2, Pi(23) b) a =3, Py(—2,—4)
c) a=—1, P(3,-3) d) a=3, P(—1,4)
e) a=0, P(V2,4) f) a= -2, P(2,5)
g) a= -7, P(1,-5) h) a=5, Pi(2,6)

i) a=-3, P(2,1) i) a=4, P(-3,10)
k) a=—3, Pi(2,5) 1) a=4, Pi(3,19)
m) a=+2, P(3,3V2+3) n) a=2 P(v5,5)

Exercise 2.3. Determine the linear function whose graph passes through the points P;
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and P,
a) Pi(=2,1), Py(2,7) b) P1(2,3), P3(5,0)
¢) Pi(2,—1), Py(4,7) d) Py(2,11), Py(—1,—4)
e) Pi(—1,10), Py(2,—11) £) P1(2,3), P(—2,11)
g) Pi(2,1), Py(—1,16) h) Pi(2,—12), Py(—1,12)
i) Py(2,15), Py(—3,—40) i) Pi(=2,31), Py(4,—1)
k) Pi(=2,1), P(=5,-8) 1) P(5,—4), Py(—2,3)
m) P1(2,4), P»(7,9) n) Pi(=7,4), P(3,4)
0) Py(—4,—12), Ps(2,6) p) Pi(—1,7), Py(3,—21)
q) Pi(4,-1), P»(—6,-6) r) Pi(3, 13) Py(—2,-2)
s) Pi(1,V3+V2), Po(—1,V3—?2) t) PL(—V2, —4V2), Py(V2,2V/2)
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2.2 Quadratic functions
Definition 2.5. A function f : R — R defined by

f(x):=az* +br+ec, abccRa#0

is called a quadratic function. If the quadratic function is given by a formula of the above

shape, we say that it is given in general form.

Theorem 2.6. (The canonical form of a quadratic function)
Let f(z) = ax®+bx+-c be a quadratic function with a,b,c € R, a # 0. Put A := b*—4ac.

Then f(x) can be written in the form

f(z) = alz — z,)* + 1y, (2.1)
with ©, = and y, ZGA.
Proof.
f(z)=ax* +bx+c=

= (a: + x—i—E)—

(e ()63

N %’ x 2a 2a al

B 4ac

—a<x—|— ) 4a

:a(x——) (b24—a4ac)

Example. Compute the canonical form of the following quadratic function:
f(z) = 22* — 8x + 3.

Solution.
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=) <(x2—4x+4)—4+§) _

2
=2 <(x—2)2+ _75) =

=2(x —2)* -5

Another solution to the problem is to use directly Theorem 2.6. We have a = 2,b = —8 ¢ =

3,and thus z, = 32 = 2 = —4and y, = 22 = _(b24;4a0) = _(6454'2'3 = —5, and we get

f() =a(zr —2,)* +y, = 2(x — 2)* — 5.

Theorem 2.7. (The factorized form of a quadratic function)

Let f(z) = ax®+bx+c be a quadratic function with a,b,c € R, a # 0. Put A := b*—4ac
and if A >0 then put

b +VA _ —b-VA

To =

o 2a 2a

Then f(z) can be written in the form

flz) =alx —z1)(x — z3). (2.2)

If A =0 then ¥ = xo and the above factorization takes the form f(z) = a(x — z1)?.

Theorem 2.8. Let f(x) = ax® + bx + ¢ be a quadratic function with a,b,c € R, a # 0.
Put A = b* — 4ac and if A > 0 then put

b+ VA ~b— VA

o 2a - 2a

To =

The graph of f is a parabola with the following properties:



66 CHAPTER 2. TYPES OF FUNCTIONS

If a > 0 the parabola is ”cup-like”, if a < 0 then the parabola is "bell-like”

The vertez of this parabola is the point V (x,,y,) with x, := ;—é’ and y, == 5

The Y -intercept of the graph of f is the point P(0,c)

The number of X -intercepts of the graph of f depends on the sign of A:
— If A <0 then the graph of f has no X -intercepts;

— If A =0 then 1 = x5 = 5—5’ and the only X -intercept of the graph of f
is the point A(xq,0) and this point is just the vertex of the parabola;

— If A > 0 then the X-intercepts of the graph of f are the points
Al (.Tl, 0) and Ag(.rg, 0)

Example. Draw the graph of the functions f,(z) := ax?® for a = %,%, 1,2,3 and for

_ 1 1
a=-1 -1 -1,-2 -3

x"2/3 -

Example. Draw the graph of the functions f.(z) := 2% + ¢ for c = —4,-2,0,2,4.
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3 10
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Example. Draw the graph of the functions fi(z) := —(x — 3)? + k for k = —4,-2,0,2, 4.

10

Nl

|— k=4 —1=2 k=]

Example. Draw the graph of the functions fi(z) := (v — k)? for k = —4,—-2,0,2,4.
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|—— =4 —— =2 k=0 —— k=2 k=4

Exercise 2.4. For the below quadratic function f

1). Give the canonical form

2). If A > 0 give the factorized form

3). Give the Y-intercept and X-intercepts of the graph of f
4). Give the vertex of the graph of f

5). Draw the graph of f

a) flx) =2 —4 b) f(z) =2* — 5z +6
) f(z) = —2* + 62 d) f(z) = —2* + 42 — 3
e) f(z) =2 +4x +38 f) f(z) = —2* -4

g) f(z) =22" -2 h) f(z) = 32> — 62

i) f(z) = —22% — 4 j) f(z) = —32% + 62 — 6
k) f(x) = —22> — 4z — 2 1) f(z) = 32® — 122 + 12
m) f(z) =2* —6x+5 n) f(z) = —42® +1

0) f(z) =2* — 10z + 25 p) f(x) = —2* + 16
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2.3 Polynomial functions

2.3.1 Definition of polynomial functions
Definition 2.9. A function f : R — R given by
f(2) = apa™ + ap_12™ - F a4 ag
with n € N and given a,,,a,_1,...a9 € R is called a polynomial function.

Remark. Linear and quadratic functions are special polynomial functions.

2.3.2 Euclidean division of polynomials in one variable

In this section we present the division algorithm for univariate polynomials with complex,
real or rational coefficients. This procedure is a straightforward generalization of the long

division of integers.

The steps of the polynomial division:

1). Write the dividend and the divisor polynomials in the following scheme

dividend polynomial ‘ divisor polynomial

‘ quotient polynomial

2). Divide the main term of the dividend by the main term of the divisor

polynomial, and write the resulting monomial to the place of the quotient

3). Multiply the above resulting monomial by the divisor, change the sign
of every monomial of the result, and write the resulting polynomial below
the dividend.

4). Draw a horizontal line, add the dividend to the above resulting polynomial

and write the result of the addition below the line

5). Let the polynomial below the last horizontal line take the role of the
dividend and repeat steps 2)-4) until the polynomial below the last

horizontal line is zero or has degree strictly smaller than the degree

of the divisor.
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Example. Divide the polynomial f(z) = 2* — 323 + 522 + x — 5 by g(z) = 2% — 2x + 2.

xt =323 4522 +xr 5| z2—2x+2
—xt 4223 222 2 —x+1
—z2 4322 42 =5

3 =22 42

2 +3x -5
—x2 +2r =2
S5 =7

Remark. If in the dividend polynomial there are missing terms of lower degrees, than it
is wise to include them with coefficient 0 in the scheme, so that for their like terms there

is place below them.

Example. Divide the polynomial f(z) = 2* 4+ 52> + x — 5 by g(x) = 2* — 2z + 2.

xt #0238 4522 +r =5 |22 —-22x+2
—z* 4223 222 22+ 20+ 7
203 432 +xr -5
223 +4z2? 4z
7?2 —3x =5
—72? 414z —14
11z —-19

Exercise 2.5. Divide the polynomial f(x) by the polynomial g(x) using the procedure of
Euclidean division:

a) f(z) =2 +22° —dx +2, g(x):=2—z+1
flx):=2° 32" +42® + 22° —da +2, g(x):=2"—x+1

¢) f(x):=a" 32" +22° —da +2, g(x):=2—30+2

=

d) f(z) =2 32" + 22 —d2 +2, g:=2°—22+1

e) f(z) =" — 32" +42® — 52>+ +2 g(x) =2 — 3z +2
f) f(z):=2°—-64, g(z):=2"—22r+4

g) f(x) :=a"—22" - 32 +2, g(z):=2"—-3z+4

h) f(z) :=2° +22* —52° +2, g:=2" -5z +2

i f(w):=a°— 22" —52° +22° —3v +2, g(x):=2"—4r+3
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i) flz) =2 — 22" —52® +22° =32 +2, g(z):=2' 32" +2° — 4o +3
k) f(z) = 2% 4 32° — 20" — 52% + 22° — 3¢+ 10, g(z):=x—1

1) f(x):= 2% +32° — 22" — 52 +22° — 32+ 10, g(z) =2 +1

m) f(z) = 2%+ 32" — 22" — 52% + 227 — 32 + 10, g(z) =z —2

n) f(z):= 2%+ 32° — 22* — 52° + 227 — 32 + 10, g(z) =z +2

)
o) f(z) := 2%+ 32° — 22* — 52® + 22 — 32+ 10, g(z):=2+3
p) f(z) = 2%+ 32° — 22" — 52% + 222 — 32 + 10, g(z) :=2" -1
Q) fx) =242 — 2+ 30 -2, gz)=2—1
r) f(z):=a2%—4da* —2* +32 -2, gla):=x+1
) flx)=a%—da’ —2*+32 -2, g(x):=2-2
t) f(x):=a% —4a* —2* + 32 -2, ga)=2+2
u) f(z) =2 —da* — 2 + 32 -2, g(x):=2-3
v) fx) =28 —da’ —2* + 32 -2, g(x):=2+3
w) f(z) =2 —da* — 2 + 30 -2, g(x)=2" -1 -1
x) f(z) =% —d2* —2* + 30 -2, g(x) =21
y) f(z) =2 —da* —2* + 32 -2, g(z)=2"+2 -1
z) f(z) =% —da* —2® + 30 -2, g(x) =2 +22 -1

2.3.3 Computing the value of a polynomial function

To compute the value of a polynomial function f(x) at c it is clearly possible by the general
method, i.e. by replacing each the variable x at each occurrence of it by ¢, and computing
the value of the resulting expression. However in this case there is a better way to compute

it, by using the following Theorem:

Theorem 2.10. (Horner’s scheme) Let f(z) = a,2" + a, 12" ' + -+ + ayx + ag with

Ap, ... a0 € R, and g(x) = x — ¢ with ¢ € R be two polynomials. Build the following table:
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where
by—1 1= ay,

bi ==b-bip1+ a4 fori=n—2mn-3,...,0 (2.3)
r:=c-by+ ag.

Then the quotient of the polynomial division of f by g is the polynomial
(5) = B by b b

and the remainder is the constant polynomsial r. Further, we also have

flc)=r. (2.4)

Remark. In other words the above theorem states that in Horner’s scheme the numbers
in the first line are the coefficients of the polynomial f, and the numbers computed in the

second line of the scheme are the following:
e the first number is the zero of the polynomial g(z) = x — ¢

e the next numbers (except for the last one) are the coefficients of the quotient poly-

nomial of the polynomial division of f by g

e the last number is the remainder of the above division, but it is also the value of the

polynomial f(x) at z = c.

Example. Now we compute the value of the polynomial function f(x) = 2% + 223 + 522 +
x — 5 in x = 2 using Horner’s scheme. The first place in the first line is empty, then we
list the coefficients of f. The first element in the second line of the Horner’s scheme will

be 2. Then we compute the consecutive elements of the second line using (2.3) to get

This means that f(2) = 49.

Remark. If in the dividend polynomial there are missing terms of lower degrees, than it
is compulsory to include the coefficients of these terms (i.e. 0-s) in the upper row of the

Horner’s scheme.
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Example. We compute the value of the polynomial function f(x) = z* —52% + z — 5 at
x = —2 using Horner’s scheme. The first place in the first row is empty, then we list the
coefficients of f, including the coefficient 0 of 23. The first element in the second row of
the Horner’s scheme will be —2. Then we compute the consecutive elements of the second

line using (2.3) to get

This means that f(—2) = —11.

Exercise 2.6. Compute the value of the following polynomial function f(x) at the given

value of the indeterminate x:
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a) f(z) =2 + 227 — 132°% — 122° + 112* + 232° + 592 + 360 +36, = =1
b) f(z) = 2® 4+ 227 — 132° — 122° + 112* + 232% + 5922 + 362 + 36, x =2
c) f(z) = 2%+ 22" — 132° — 122° + 112" + 232% + 592* + 362 + 36, = =3
d) f(x) = 2%+ 22" — 1325 — 122° + 112* + 232% + 5927 4 362 + 36, == —4
e) f(z) = 2® 4+ 227 — 132° — 122° + 112* + 232% + 5922 + 362 + 36, 2 = —3
f) f(z) = 2% + 227 — 1325 — 122° + 112" + 232° + 592° + 362 + 36, == —2
g) f(x) = a® + 32" — 132°% — 122° + 112" + 232° + 5927 + 362 + 36, == —1
h) f(z) = 2® 4+ 327 — 132° — 122° + 112* 4 232% + 5922 + 362 + 36, 2 =0
i) f(r) = 2% — 132* — 92° + 402° + 81x — 36, = =1
j) f(x) = 2% — 132* — 92% + 402° + 81x — 36, == —1

k) f(z) = 2° — 132" — 92° + 402% + 812 — 36, 2 =2
1) f(z) = 2% — 132" — 92° + 402% + 81 — 36, == —2
m) f(z) = 2% — 132" — 92° 4 402° + 812 — 36, = =3

n) f(z) = 2% — 132" — 92 + 402 + 81z — 36, z = -3
0) f(x) = 2% — 132* — 92° + 402% + 812 — 36, x =4
p) f(z) =2°—62° —62° —Tx —6, z=1

q) f(z) =2°—62° — 62> — 70 — 6, x=2

r) f(r) =2° — 62> — 62> ~ Tz —6, =3

) flo) =a° —62° — 62> —To —6, x=-1

t) f(z) =2° —62° —62° —Tx — 6, =2

u) f(z) =2° —62° —62° — 70 — 6, z=-3

v) f(x) =2 22> — 92 —6, x=1

x) f(z)
y) flx) =2° - 22> — 92— 6, z=-1
Z)f($)=$5—2$2—9x—6, r=-—2
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2.4 Power functions
Definition 2.11. A function f :]0, co[— R given by

fz) = Aa"

with given A € R and r € R is called a power function.

Example. Draw the graph of the functions f :]0,00]— R, f(x) = 2" for r = 3,2, 1, %,%
and for r = =2, -1, —1.

j_

_I__

o

1_
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0 1 2 3 4 5

£4(12) w(13)]
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2.5 Exponential functions
Definition 2.12. A function f: R — R given by
f(z) :== Aa”
with a given a, A €]0, 00, a # 1 is called an exponential function.

Example. Draw the graph of the functions f : R — R, f(z) = a® for a = 2,3, 3, 5 and

for.

Definition 2.13. In the sequel we denote by e the Euler constant
e = 2.71828182845904523536028747135...
Definition 2.14. The function f : R — R given by
f(z):=e"
is called the natural exponential function.

Example. Draw the graph of the functions f(x) = €, g(z) = 2%, h(z) = 3*.
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Example. Draw the graph of the functions f(x) = (%)Z =277 g(x)
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2.6 Logarithmic functions

Definition 2.15. A function f :]0, co[— R given by

f(2) = log,

with a given b €]0, 00, b # 1 is called a logarithmic function.

1

Example. Draw the graph of the functions f :]0,00[— R, f(x) = log, « for b = 2,3, 5,%

and for.

log 2(x) - log_3{x) log {124x)

log {13}(x)]

Definition 2.16. Recall that e denotes the Euler constant
e 1= 2.71828182845904523536028747135...
Definition 2.17. The function f :]0,00[— R given by
f(x) :=log, x

where e is the Euler-constant is called the natural logarithmic function. We denote the

logarithm on base e by In, and similarly the natural logarithmic function by In z.

Remark. The natural logarithmic function is sometimes also denoted by log x.
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Example. Draw the graph of the functions f :]0,00[— R, f(z) = Inz = log,z and
g I]0,00[—> R: g(CC) = 1Ogl/ex'

-4
Inx — log_{l/2}(x)]

Remark. We also recall that the logarithmic function on base 10 is denoted by lgx :=
logo .
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Chapter 3

Trigonometric functions

3.1 Measures for angles: Degrees and Radians

In geometry an angle is considered to be a figure which consists of two half-lines called the
sides, sharing a common endpoint, called the vertex. So basically we have the following

kinds of angles:

35°

null angle acute angle right angle

119° 180°

B E

obtuse angle straight angle

By considering also the points of the plane between the two sides as parts of the angle, we
may extend the notion of angle to reflex angles (those larger than a straight angle) and

full angles:

81
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K
2 B @ .

360°

C
reflex angle full angle

Definition 3.1. Divide the full angle into 360 equal angles. The measure for one such
part is defined to be one degree, and the measure of any angle will be as many degrees
as many parts of 1 degree fit between the sides of the angle. The notation for degree is a

circle ”in the exponent” e.g. 30°.

What is the reason for choosing the number 3607 In one hand, 360 is divisible by
many integers. So the half, the third, the quoter, the one fifth, on sixth, one eighth, on
tenth, one twelfth of a whole circle has an integer measure, and this is very convenient.
On the other hand 360 is close to the number of days in the astronomical years, which was
convenient in astronomy. In geometry this measure for angles is also convenient, however,
in trigonometry and analysis it is inconvenient, and there we use radians to measure the

angles:

Definition 3.2. The measure of an angle in radians is the length of the arc corresponding
to the angle (as a central angle ) of a unit circle. This means that the measure of a full
angle is 2. When measuring angles in radians the size of the angle is a pure number

without explicitly expressed unit.

Remark. In many cases the word ”angle” will be used not only for the geometric figure,

but also for its measure.

Theorem 3.3. Let us have an angle of measure x°. Then its measure in radians is y =

2
L 360
. . . . o
Let us have an angle of measure y radians. Then its measure in degrees is x =y - 332 .

Example. The measure of the most important angles in degrees and radians:

©~ | # | ®# | @ | 20 | 3 | 5w 7 | 57w 4r 3T 5w T 117
rad‘0‘6‘4‘3‘2‘ ‘ ‘6‘”‘6‘4‘ ‘ ‘ ‘ ‘ ‘2”
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3.2 Rotation angles

To extend the notion of angles such that every real number corresponds to the measure of

an angle we do the following:

e We consider a Cartesian coordinate system in the plane and a unit-circle

with the center in the origin.

e Consider the angle determined by the X-axis and a radius of this circle.
The radius starts with the position in which its endpoint is the point (0, 1).

This angle represents the null-angle.

e Positive angles are obtained by counterclockwise rotation of this radius
and negative angles are obtained by clockwise rotation of the radius.

We shall speak about angles and rotations interchangeably:.

e The X-axis will be called the initial side of the angle and the rotating

radius the terminal side.

e The measure of a rotation may be expressed both in degrees and in radians.

For example, the measure of a full revolution is 360° or 27 radians.

e If the rotation is less than one revolution then the measure of the rotation
is just the measure of the angle determined by the initial side and

the terminal side.

e [f the rotation has gone through at least one revolution then the measure
of the rotation is more than 360° or 27 radians, respectively. More precisely,
if the rotation has gone through k& complete revolutions and some more,
than the measure of the rotation is k - 360° (or 2k7 radians , respectively)
plus the the measure of the angle determined by the initial side and

the terminal side.

e If the rotation is in clockwise direction, then the measure of the rotation

is negative, and it is computed analogously.

Remark. If o is measured in degrees on the picture below, then the radius which corre-

sponds to the angle « is the same which corresponds to & - 360° 4+ « for any k € Z.
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Definition 3.4. Angles which have the same terminal side are called coterminal. Further,
we say that an angle is on the first circle if its measure in degrees is on the interval

[0°,360°[ (or alternatively, if its measure in radians is in the interval [0, 27().
Theorem 3.5. FEvery rotation angle is coterminal with an angle on the first circle.

The two coordinate axes divide the plane into four quadrants, as it is shown on the figure

below.

2nd quadrant | 1st quadrant Il.

3rd quadrant | 4th quadrant I V.

We say that an angle belongs to one of the quadrants, if its terminal side is in that quadrant.

Example. Compute the angle corresponding to the
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3.3 Definition of trigonometric functions for acute an-

gles of right triangles

3.3.1 The basic definitions

Let ABCx be a right triangle, the right angle being at the B
vertex C'. Suppose that the size of the angle at vertex A

is . Then we define the following;:

The sine of « is defined by sina = ¢ I

b

c

The cosine of « is defined by cosa =

a

b

The cotangent of « is defined by cot a = g | o
C C A

The above definitions may be also formulated in the following way

The tangent of « is defined by tana =

Definition 3.6. Let o be one acute angle of a right triangle.

e The sine of « is defined by

length of the leg opposite to «

sina =
length of the hypotenuse

e The cosine of « is defined by

length of the leg adjacent to «

cosa =
length of the hypotenuse
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e The tangent of « is defined by

length of the leg opposite to «

t —
ana length of the leg adjacent to «

e The cotangent of « is defined by

_ length of the leg adjacent to «

cot a =
length of the leg opposite to «

Remark. The definition of trigonometric functions above are independent of the choice
of the triangle. Indeed, if we have two right triangles having an acute angle of measure «,
then these triangles are similar to each other. Thus the quotient of the length of the two
corresponding sides in the two triangles is the same.

Example. Let the lengths of the sides of a right triangle be 3,4,5. Let o be the angle
opposite to the leg of length 3. Compute sin «, cos «, tan a, cot a.

Solution. 3
1 =—=0.6
sin o 5
4 0.8
cosax = - = (.
5
3
t =-=0.75
an o 1
4
tao=—-~~1.33
cot 3

3.3.2 Basic formulas for the trigonometric functions defined for

acute angles

Theorem 3.7. (The cofunction identities) Let a be an acute angle in a right triangle.
Then we have:

1). sina =cos (% —a);
2). cosa =sin (5 — a);
3). tana = cot (§ — a);
4). cota = tan (3 — a).
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Theorem 3.8. (The quotient identities) Let o be an acute angle in a right triangle.

Then we have:

1). tana = 222
COos &

2). cota = 52

sina’

3). cota =

tana ”

Theorem 3.9. (The trigonometric theorem of Pythagoras in right triangles) Let

a be an acute angle in a right triangle. Then we have:

sin?a + cos® o = 1.

Proof of Theorems 3.7, 3.8, 3.9. Let ABCA be a right triangle, the right angle being at
the vertex C' and with the size of the angle at vertex A being «.

Then the size of the angle at vertex B will be § —a. Using B

Definition 3.6 we get the cofunction identities

. (T
sin (— — a) =
2
s
coS (— —a) =
2

b
- =Ccoso
c
a
c
T b
tan (— —oz) = — =cotuo
a
a
b

=sinw

2

T a b
cot (— — a> = - =tana«o
2
Now we prove the quotient identities:
. a
sin o S a c a
=4 =7 =7 =tana
CcoS (v . c b b
CcoS (v g c b ‘ o
- = = = =+« — = — = COoOt«
sinae 2 b a c c A
1 1 b
=—-=-= cot av.
tan o 3 a
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Finally, we prove Theorem 3.9. The Theorem of Pythago-
ras for the triangle ABCx sates that a® + b® = ¢?. Using

this we get

.y U G S R

sin” o + cos &_§+c_2_ 2 —g—l,
which conclude the proof of Theorem 3.9. O]

3.3.3 Trigonometric functions of special angles

In applications the angles %, 7, 5 are of special interest. In this paragraph we compute the

trigonometric functions of these angles.

Theorem 3.10. The values of the trigonometric functions of g, 7%, % are summarized in

the following table.

Q jus jus us

s
: 1 2

S ¢ \5[ ? 5

3 2 1

COS ¥ 5 5 3
tan o \/Tg 1 [V3
cota | V3| 1 \/Tg

Proof. To prove the statements of the theorem concerning the angles £ and Z we consider

an equilateral triangle ABCa, and we draw its bisector C'D.
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Clearly all sides of ABCA are of the &

same length, so we may write
AB = BC = AC = a,

and since the bisector of an equilateral
triangle is also its median corresponding
to the opposite side, we have

AD =2,
2
Further, C'D is also the perpendicular bi-
sector of AB, so the triangle ADC, is a
right triangle, with the right angle at D.

In this triangle the Theorem of Pythagoras gives:

2 a? 3a?
CD? = AC? — AD? = 2_<9) I B
@~ \3) T T
so we get
CD:?.

Clearly, have LCAD = LACB = %, and since C'D is the bisector of the angle LACB we
also have LACD = %. Thus, in the right triangle ADCA we have

SinE_C’—-D_%g—\/—§ Cosi—C_D_ﬁ
3 AC a2 6 AC 2

~ AD § 1 .o  AD 1

COS — = —— = = = — gin— =" ==
3°AC a4 2 e~ AC " 2

and similarly,
aV3

T~ CD =~ m CD
tang—m— % —\/§ Cotg _AD_ 3
© AD & 1 V3 T AD /3
Cot — = — = = —=— tan — = — = —
3 CD %5 V3 3 6 CD 3
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To prove the statements of the theo-
rem concerning the angle 7 we con-
sider a right isosceles triangle ABC,
with its right angle being at the ver-
tex A. Since the two legs have the

same length we may write

AB = AC =a,
and the Theorem of Pythagoras gives
BC? = AB*+ AC? = a®4a* = 2d°,
i.e. we have

BC = aV?2.

Clearly, we also have LABC = LACB = 7,

£LABC we get:
nT-2C_a _ 1
4 BC av/ 2 \/§
tan® = A¢ _ 2 _
WY TAB 0
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(2

ﬁ_| B

(=

so from the triangle ABCx using its angle

V2 T AB a V2
Bl CSITBC a2
cotE:A—B—g—l
4 BC «a

This concludes the proof of our theorem. ]
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3.4 Definition of the trigonometric functions over R

Definition 3.11. Con-
sider a unit circle with
a rotating radius. Let
a be a rotation angle
on this circle. Let the
intersection point of the
line of the terminal side
of a by the tangent line
drawn to the circle in
the point (1,0), if it
exists at all, be denoted
by 7. Similarly, let
the intersection point
of the line of the ter-

minal side of a by the

cot ol

c

sin o}

T

tan o,

7

cos ol

tangent line drawn to the circle in the point (0, 1), if it exists at all, be denoted by C. We
remind that the point 7" does not exist if « = § + km for k € Z, and C' does not exist

if « = kw for k € Z. Then for any o € R we define the trigonometric functions of « as

follows:

e sin« is the Y-coordinate of the endpoint A of the terminal side of «
e cos is the X-coordinate of the endpoint A of the terminal side of «

e tana is the Y-coordinate of the point T', whenever a # § + k for k € Z

e cot « is the X-coordinate of the point C', whenever a # kr for k € Z

Remark. For acute angles Definition 7?7 coincides with the definition of trigonometric

functions in right triangles. Thus Definition ?7? extends the former concept of sin, cos, tan

and cot for any real number. More precisely,

e sina and cos « are defined for any real number «

e tanc is not defined for a = 5 + kr for k € Z, but it is defined for every other a € R
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e cot « is not defined for o = kx for k € Z, but it is defined for every other o € R
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3.5 The period of trigonometric functions

Theorem 3.12. The trigonometric functions sine, cosine, tangent and cotangent are pe-

riodic. Further, for the period of these functions we have:

1). sin has period 27, i.e. sin(x + 27) = sinx

and 2w is the smallest angle with this property holding for every a € R;

2). cos has period 2, i.e. cos(x + 2m) = cosx

and 2w is the smallest angle with this property holding for every a € R;

3). tan has period 7, i.e. tan(z + 7) = tanx

and 7 is the smallest angle with this property holding for every a € R;

4). cot has period 7, i.e. cot(x + ) = cotx

and 7 s the smallest angle with this property holding for every o € R.

Proof. 1f we investigate the figure in Definition 7?7 we see that for any angle o the terminal
side of @ and « + 27 is the same, so for o and « + 27 the point A will be the same,
which proves that o and a + 27. Further, it is clear that 27 is the smallest angle with this
property holding for every o € R. This proves statements 1) and 2) of Theorem 3.12.
Next, we also see that the terminal side of a and the terminal side of o + 7 are on
the same line, thus fixing the same points 7" and C, which proves tan(z + 7) = tanx and
cot(x+m) = cot x. Further, it is clear again, that 7 is the smallest angle with this property
holding for every o € R. This proves statements 3) and 4) of Theorem 3.12. [

Corollary 3.13. Theorem 3.12 proves that we have

1). sin(a + 2km) = sina for every k € Z and o € R;
2). cos(a + 2km) = cosa for every k € Z and o € R;

3). tan(a + k) = tan o for every k € Z and o € R\ {(2l + 1)w/2 |l € Z};
4). cot(a+ km) = cota for every k € Z and o € R\ {in/ |l € Z}.
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3.6 Symmetry properties of trigonometric functions

Theorem 3.14. The sin, tan, cot functions are odd functions, and the cos function is an
even function. This means that we have the following formulas:

1). sin(—a) = —sina for every a € R;

2). cos(—a) = cosa for every o € R;

3). tan(—a) = —tana for every a € R\ {(2k + 1)7/2 | k € Z};
4). cot(—a) = —cota for every a € R\ {kn/ | k€ Z}.
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3.7 The sign of trigonometric functions

The sign of the trigonometric functions sin«, cosa, tana, cot« is determined by the
situation of the terminal side of . Whenever o belongs to one of the four quadrants the
sign of the above functions is already determined, and the same is true for the cases when
the terminal side of « is at border of two quadrants.

We may summarize the information about the sign of the trigonometric functions sin «,

cos a, tan «;, cot a as follows:

1). If « is in the 15* quadrant then

e sina >0

cosa > 0

tana > 0

cotar >0

2). If a is at the border of the 1 and 2! quadrant, i.e. a € {Z +2kn | k € Z}
then

e sinv =1
e cosax =10

e tan « is not defined

e cotav =10

3). If « is in the 2"? quadrant then

sina > 0

e cosa <0

tana < 0

cotar <0
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4). If « is at the border of the 2! and 3¢ quadrant, i.e. o € {(2k + 1)1 | k € Z}
then

e sinaa=20
e cosay = —1

e tana =10

e cot «v is not defined

5). If o is in the 3" quadrant then

sina < 0

e cosa <0

tana > 0

cota >0

6). If « is at the border of the 3'¢ and 4'® quadrant, i.e. a € {3 +2kr | k € Z}
then

e sina = —1
e cosaa =10

e tan « is not defined

e cotaa=0

7). If o is in the 4" quadrant then

sina < 0
e cosa >0

tana < 0

cotar <0




3.7. THE SIGN OF TRIGONOMETRIC FUNCTIONS 97

8). If « is at the border of the 4" and 1%t quadrant, i.e. a € {2k7 | k € Z} then

e sina=20
e cosa =1

e tana =0

e cot « is not defined

Remark. The sign of trigonometric functions can also be summarized by the following

diagrams:

- |- - |+ + | -

sin ¥ COS X tan x, cot ®
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3.8 The reference angle

Definition 3.15. Let « be a rotation angle such that its terminal side is not on the
coordinate axis. The acute angle formed by the z-axis and the terminal side of « is called

the reference angle of al.

Theorem 3.16. Let o be a rotation angle, and let 3 be its reference angle. Then we have

the following:

sin f = |sina|

cos 3 = |cosqf

tan § = | tan o

cot 3 = | cot

Theorem 3.17. Let a € [0,27[ be a rotation angle, and let B be its reference angle. The

we have the following:
e If « is in the first quadrant then = «;
e [f a is in the second quadrant then B =1 — «;
o [f « is in the third quadrant then = o — m;
e If a is in the fourth quadrant then B =21 — «;

Remark. The above theorem can be summarized by the below diagram:

Reference angle of

G

The theorem below is a variant of Theorem 3.16:
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Theorem 3.18. Let « be a rotation and (3 be its reference angle. Let sgn(z) be the sign

function on R, 1i.e.

-1 ifx <0
sgn(z) =< 0 ifr=0
1 ifx >0

Then we have the following

e sina = sgn(sina)sin f,
e cosa = sgn(cos a) cos 3,

e tan o = sgn(tan a) tan 3,

e cot o = sgn(cot «) cot 3.

Example. Compute the exact value of the following expressions:

5
1). sin >F

11
2). cos ="

3). tan %

Solution.

1). We shall use Theorem 3.18. First we mention that %’r is in the third quadrant, so

sgn (%”) = —1 and by Theorem 3.17 the reference angle of %’r is %’T — . So we have
. om oo\ . 5T T V2
sin— =sgn(sin— |sin( ——7) =—sin—=———.
g ® 1 1 1
2). Since HT” is in the fourth quadrant we have

117 117 9 117 N T V3
COS— = Sgn ( cCoOs —— | COS —_ = COS — = —.
6 ° 6 G 6 2

3). Since 2F is in the fourth quadrant we have

) D D
tan g = sgn (tan ?ﬂ) tan (27T — g) = —tang = —/3.
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Example. Compute the exact value of the following expressions:

1). sin 27

2). cos 1T

3). tan 2T

Solution.

1). In contrast to the previous example the angle 45—” is not on the first circle, so we
cannot use Theorem ?7? directly to compute the reference angle of 42“. First we have
to compute the angle on the first circle which corresponds to 45” (i.e. has the same
terminal side as “5%). This means that we have to subtract form L7 as many times
21 as it is needed the result to be on the first circle. So we have

. AT AT . ATm—6-3- 27 . 47m — 367 . 1rw
sin— =sin| — — 3 27 | =sin =sln ——— = sin ——
6 6 6 6 6
Now like in the previous exercise we shall use Theorem 3.18. Since 1}5” is in the fourth
quadrant we have
AT . 17w A o 117 . 1
sin— =sin— =sgn (sin— |sin (27 — — | = —sin - = ——.
6 6 6 6 6 2
2). Similarly to the previous example we have
1077 1077 107m —4-13- 27 1077 — 1047
cos =cos| — — 1327 | = cos =08 ——MM =
4 4 4
3T 3T 3T s V2
=— =5 cos— |cos | m—— ) = —cos— = ——.
TR Ty 12
3). Finally we use the same method to solve the last exercise:

957 957 957 —3-15- 27 957 — 907
tanT:tan ?—15-27r = tan 5 :tanT:

5 5 5
= tam?7T = sgn (tan ?ﬂ) tan (27T — %) = —tang = —\/§.

We mention that instead of finding the angle on the first circle with the same terminal

side as £ we also can subtract from 92”

3 as many times 7 that the result is between
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0 and 7. This is since the period of tan x is .

957 957 957 — 3 - 31xw 957 — 937
tan — =tan| —-31-7| =tan| — )| =tan —— =

3 3 3 - 3

2 2 2
= tang = sgn (tan%) tan <7T— g) = —tang = /3.

The same applies for cot x, however it is important that this latter is not true in
the case of sinx and cos x, since their period is 27w. This means that in the case of

sin x and cos x we have to subtract an integer multiple of 27 and it is not possible to
replace 27 by 7.

Exercise 3.1. Compute the exact value of the following expressions:

7 11 5
a) sin% b) cos —67T c) Cotf
137 125 208
d) cos 67T e) cos T f) tan 37
) i 1077 ) sin SLL0T ) sin 1117
S S S
g) sin 3 in 3 i) sin 1
1972 1987 2012
j) cos 3 i k) cos 5 T 1) cos 3 m
19437 19437 19437
m) tan n) tan 0) cos
) tan 19757 ) 19757 ) sin 20077
p) ta 5 q) cos 1 S 1
. 1001w 37241 2014w
s) sin 3 t) cot u) cos 3
2007 2007
V) cos 5 T w) sin 1 T x) sin(2013m)
2013
y) cot(2007T) z) tan(2012r) w) tan T

2
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3.9 Basic formulas for trigonometric functions defined

for arbitrary angles

The formulas presented in Section 3.3.2 generalize automatically for trigonometric functions
defined for arbitrary angles.

3.9.1 Cofunction formulas

Theorem 3.19. Let a be a rotation angle for which the trigonometric functions in the below

formulas are defined. Then we have the following formulas which connect trigonometric
functions of a to cofunctions of § — «:

1). sina =cos (2 —a

ERENSIE

—a);
—a).

2). cosa =sin (

3). tana = cot (

SIERCIE N

4). cota = tan (

3.9.2 Quotient identities

Theorem 3.20. Let o be a rotation angle for which the trigonometric functions in the
below formulas are defined. Then we have:

1). tana = 2.

cosa’

2). cota = <=2

sina’

3). cota =

tana ”

3.9.3 The trigonometric theorem of Pythagoras

Theorem 3.21. Let « be a rotation angle. Then we have:

sin® a + cos® o = 1.
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3.10 Trigonometric functions of special rotation an-

gles

In Section ??7 we computed the values of the trigonometric functions for the acute angles

51> 3, which are of special interest for applications. In this paragraph we extend this for

rotation angles with their reference angles being 0, %, 7, %, 7.

Theorem 3.22. The values of the trigonometric functions of some important angles are

summarized in the following table.

o o]z |z]z 5|3
sina |0 1 [ M21 310 | 1
cosa | 1 ‘/75 \/75 % 0(-110
tana | 0 \/?g L IV3]] 0| |
cota | | [V3] 1 ‘/7?: o[ 1] [0
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3.11.1

3.11.2
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The graph of trigonometric functions

The graph of sinx

The graph of cosx
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3.11.3 The graph of tanx

3.11.4 The graph of cotx

|
[

[P
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3.12 Sum and difference identities

3.12.1 Sum and difference identities of the function sin and cos

Theorem 3.23. Let o, 8 be two arbitrary real numbers. Then we have the following for-

mulas:

1). sin(a + ) = sinacos f + cos asin 3,

)
2). sin(a — 3) = sinacos f — cos asin 3,
3). cos(a+ (3
4). ¢

) = cosacos f — sinasin 3;
—0) =

cos avcos 3 + sin asin 3.

Proof. We start with the proof of formula 4). Since cos(a—f) = cos(—(a—[3)) = cos(f—a)
without loss of generality we may assume that o > (. Let us denote by A the endpoint
of terminal side of the angle o and by B the endpoint of terminal side of the angle 3.
Then the coordinates of these points are A(cos«,sin«) and B(sin 3, cos 3). The distance
between A and B is

d(A, B) = /(cos f — cosa)? + (sina — sin §)2 =

= \/00825—260s6008a+cos2a+sin2ﬁ—2sinﬁsinoz+sin2a =

= \/(sin2 o+ cos? ) + (sin? B + cos? B) — 2(cos acos 3 + sin asin 3) =

= /2 — 2(cos acos 3 + sin asin 3)
]

Further, the size of the angle AOB is just a — 3, and if we rotate this angle in such a
way that the side OB is moved to the z-axis (i.e. the image B’ of B lies on the z-axis),
then the side OA is moved to OA’ such that OA’ is just the terminal side of the rotation

angle a — (. So we have
d(A’,B") = y/(cos(a — ) — 1)2 + (sina — 3 — 0)2 =
= \/ 0s2(a — ) — 2cos(a — B) + 1 +sin?(a — 3) =
= \/0082 (= B) +sin*(a — 3)) + 1 —2cos(a — 3) =

= — 2cos(a — )
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Further, by the isometric property of the rotations we have d(A’, B") = d(A, B), which

gives

V2 —2cos(a — 3) = /2 — 2(cos acos 3 + sin asin 3).

Now rising to the square both sides, subtracting 2 from both sides and dividing them by
(—2) we get the required identity

cos(av — ) = cos v cos B + sin asin f3.
Now the proof of the third identity is straightforward:
cos(a + ) = cos(a — (=) = cosacos(—[3) + sinasin(—f) =
= cos acos # + sin a(—sin 3) = cos avcos f — sin asin f3.
The proof of the first identity is
sin(a + 3) = cos (g — (a—l—ﬁ)) = €08 ((g - Oz> —ﬁ> =
= cos (g — a) cos 3 + sin <g — a) sin 3 =

= sinacos 3 — cos asin 3.
Finally, the proof of the second identity is
sin(a — ) = sin(a + (=) = sinacos(—f) + cosasin(—3) =
=sinacos f — cosasin 3

Example. Compute sin {5 and cos 5.

Solution. We do not know the values of the exact value of the trigonometric functions of

{5 from tables, since 75 is not an "important” angle, however since

T T T
12 4 6
and we know the exact values of the trigonometric functions on § and % from our tables,

we are able to compute sin {5 and cos {5 using Theorem 3.23:

. T . (T T LT T ™. T
smﬁzﬁn(z—g):smzcosg—coszsmg:
CVEVE VEL V6V VAWB- 1)
2 2 22 4 4 '
and
T T 7 T T . T,
cosﬁzcos(z—g>:coszcosg—l—smzsmg:

VB VAL VBHVE VBB
S

oy T 4
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3.12.2 Sum and difference identities of the function tan and cot

Theorem 3.24. Let o, 3 be two arbitrary real numbers such that the functions in the below

formulas are defined for their arguments.

Then we have:

1). tan(a + f) = %"
2). tan(Oé ﬁ) %"
3). cot(a+ B) = %"
4). cot(a = B) = =gresals

Proof. First we prove formula 1) for tan(« + 3):

tan(a + ()

Next let us prove 2):

tan(a — ()

sin(a + ) sinacos 8 + cos asin 3
cos(a+ )  cosacosf — sinasin 3
sin o cos 3 cos asin 3
cos acos 3 cosacosff tan a + tanﬂ
cosacos3 _ sinasing 1 — tanatanﬁ
cos acos 3 cos a cos 3

tan a + tan(—/f3)
1 — tan atan(—03)

tan(a + (=0)) =

tana — tan 3

~ 1+tanatan

Now we present the proof of 3)

cot(a + f3)

cos(a+ f3)  cosacos — sinasin 3
sin(a+ ) sinacosf + cosasin 3
cosacosf3  sinasin 3

sin asin 3 sinasinff COtOéCOtﬁ —1
si.nacF)sﬁ Cf)soas.inﬁ - COtCK—FCOtﬁ
sin asin 3 sin a sin 3

We mention that 3) can also be proved using formula 1):

cot(a + 3)

1 1
- cot(a + 3) a %
B 1 —tanatan T Coiaﬁ
tan o + tan (3 Coia + Coiﬂ
_ % _ cotacot f—1
cot S+cot o cot a + cot 3

cot acot B
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Finally we prove 4):

cot(a = §) = cot(a + (=f)) = csitaacfi;ﬁ)_;;

_ —cotacotf—1
~ cota —cotf3

Example. Compute tan {5 and cot 5.

Solution. We use

and Theorem 3.24:

t T t
an — = tan
12

<7r 7T) B tan%—tan%
4 6 _1—|—tan§tan%
1-¥3 33

1+ 343

o
122

that cot av is the reciprocal of tan « (whenever tan « is non-zero):

Clearly, we may proceed similarly to compute cot 75, but it is much easier to use the fact

m 1 1 3+V3
12 tanX 3-8 _3—\/5'

+
w
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3.13 Multiple angle identities

3.13.1 Double angle identities

Theorem 3.25. Let a be an arbitrary real number such that the functions in the below

formulas are defined for their arguments. Then we have:

1). sin(2a) = 2sin o cos

2). cos(2a) = cos? a —sin®a = 2cos?a — 1 = 1 — 2sin
(

3). tan(2q) = 2tane

4). cot(2a) = C;zzt_al

T—tanZ o

Proof. For proving this theorem we use the corresponding formulas from Theorem 3.23

and Theorem 3.24. First we prove formula 1):
sin(2a) = sin(a + a) = sina cos a + cos asin a = 2 sin v cos «
Now we prove 2):
cos(2a) = cos(a + @) = cosacosa — sinasin @ = cos® a — sin® a

For proving the other two statements of formula 2) we also need to use the trigonometric

theorem of Pythagora, i.e. the formula
sin? a 4 cos® = 1.

So we get

cos(2a) = cos’ a — sin’a = 2cos’a — 1 = 1 — 2sin® a.

Now we prove formulas 3) and 4)

tan o + tan « B 2tan o

tan(2a) =t — —
an(2a) = tan(a + a) l—tana-tana 1 —tan?a
ta-cota—1 t2 —1
cot(2a) = cot(a + a) = oL o =@
cot o + cot v 2cot
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1
Solution. Recall that we already have computed sin 5 and cos {5 in Section 3.12.1, using

Example. Compute sin 75 and cos 5.

15 = 7 — § and Theorem 3.23, and we got the result:

P VB-VE_VEVE-D)  n JBvE VAW
S

smﬁ— 1 4 ,COSE— 1

Now we wish to use identity 2) of Theorem 3.25 to compute sin 75 and cos 5. Indeed, we
have 3
3
> :cos% = CoS <217r_2> = 1—2sin2%.

Expressing sin? 15 from this expression we get

sin? T 2= \/§
12 4
which together with the fact that {5 is in the first quadrant so sin {5 is positive, means
that
sinlz 2_\/52 2_\/3.
12 4 2

Now this result looks different of the previously obtained @, so it seems that one of
the solutions is wrong. However, this is not the case. As the below computation sows, the

two results represent exactly the same real number:
2-VB  2V2—B) V2y22-V3)
2 4 B 4
V2123 VZBo2Bal V2 (VB2 B (B )
= 1 = 1 = =

4 4

Exercise 3.2. Applying sum, difference and double angle identities compute the exact

values of the following expressions:

. o7 om om
a) sin o b) cos 75 c) tanﬁ
5
d) cot 2= e) sin — f) cos —
12 8 8
. T T ) ™
g) sin o h) cos 5 i) tanﬁ
: m . 3w 3
j) COtE k) sin — 1) cos —=
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3.13.2 Triple angle identities

Theorem 3.26. Let a be an arbitrary real number such that the functions in the below

formulas are defined for their arguments. Then we have:

1). sin(3a) = 3sinacos? a — sin® = 3sina — 4sin® o
2). cos(3a) = cos® v — 3sin® avcos v = 4 cos® v — 3 cos

3). tan(3a) = —3tfn§taflanaa

4) COt(30é) cot3 a—3 cot

3cot?a—1

Proof. First we prove formula 1) we use formula 1) from Theorem 3.23, formulas 1) and

2) from Theorem 3.25, and the trigonometric theorem of Pythagora:

sin(3a) = sin(2a + a) = sin(2a) cos o + cos(2a) sina =
. . 2 .9 . .
= 2sinacosacosa + (cos” o — sin” a) sina =
. . 2 . 2 .. 3 o . 2 . _
= 2sina cos” a + sin avcos” o — sin” a = 3sin avcos” o — sin” a =

= 3sina(l —sin” ) — sin® a = 3sina — 4sin’

Similarly, to prove formula 1) we need formula 3) from Theorem 3.23, formulas 1) and 2)

from Theorem 3.25, and the trigonometric theorem of Pythagora:

cos(3a) = cos(2a + a) = cos(2a) cos a — sin(2a) sin v =

= (cos® a — sin @) cosa — 2sina cos asina =

3 3

= cos® a — sin? a cos o — 2sin® v cos v = cos
3

a — 3sin? acos o =

3

=cos’a — 3(1 — cos® a) cosa = cos® a — 3cosa + 3cos® a = 4cos® a — 3cosa.

Now we prove formula 3) using formula 1) of Theorem 3.24 and formula 3) of Theorem

3.25:
tan(2a) + tan o

1 — tan(2«) - tan « -

tan(3a) = tan(2a + a) =

2tan a+tan a—tan® o

2tan
1—tan? o +tan o _ 1—tan? o _
T 9 _ _2tana | T 1—tan?a—2tan?a
1 — {Hase tana  =mmproene

_ 3tan o — tan® «

1 —3tan?«
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Finally, we prove formula 4) by using formula 3) of Theorem 3.24 and formula 4) of Theorem

3.25: t(2a) - cot )
cot(2a) - cot oo —
t(3a) = cot(2 = =
cot(3a) = cot(2a + ) cot(2ar) + cot «

cot? a—1 cot? a—1
Yot S Ccota—1 B 5 1 B
T cot?a—1 T cot2a—1+2cot?a
2cot + cota 2cot
t2 a—3
L= cot?a—3 2 cot o
T Beacl 2 Zeot?a—1
2cot o

cot3 o — 3cot v
3cot?a—1
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3.14 Half-angle identities

Theorem 3.27. Let a be an arbitrary real number such that the functions in the below
formulas are defined for their arguments. Then we have:

1). sin® § = =g=a
2) COSQ% — 1+020sa
3). tan® § = {7e=a
4). cot? § = 1EB2] 4 cosar
). tang = Lgmma e
6). cot g = Tma — sina

Proof. To prove the half-angle formulas we basically use identity 2) of Theorem 3.25, which
applied for « instead of 2« gives

cos(a) = 2 cos® % C1=1-2sin? 2,

Expressing sin? 5 from the above equation we get

.o 1—cosa
sin® — = ———

2 2

meanwhile expressing cos? 5 leads to the identity

s l+cosa
cos” — = ———

2 2

These conclude the proof of identities 1) and 2). By dividing the two latter identities we
just get 3) and 4). So it remains to prove 5) and 6). To do so first we mention that by

the trigonometric theorem of Pythagoras we have sin? « + cos? @ = 1, which means that

sin?a = 1 — cos? o, and thus we have

sina = (1 — cosa)(1 + cos ).

Thus, whenever sin a # 0, we get

1 —cosa sin «

sin «v 1+ cosa
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and ]
1+ cosa sin «

sin a 1—cosa’

However, we mention that, by sina = 2sin § cos §, whenever tan § and cot 5 is defined we

have sin o # 0. So the second equality of both 5) and 6) is proved.
To conclude the proof of this theorem we write

l1—cosa 1—(1-2sin®%) 2sin” & sin § con @

= g g g an —
: : a o] : o a o] ’

sin «v 281r12cos2 2s1r12cos2 oS 5 2

and ) )
1+ cosa 1+ 2cos %—1 2 cos % cos% «a
sin o - 2sin £ cos & - 2sin £ cos £ B sin & = cot 5.
2 2 2 2 2

This concludes the proof of the theorem. ]
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3.15 Product-to-sum identities

Theorem 3.28. Let a be an arbitrary real number such that the functions in the below

formulas are defined for their arguments. Then we have:

cos(a—p)—cos(a+p3)
2

cos(a—pf)+cos(a+p)
2

1). sinasin g =

2). cosacos f =

3). sinacos f = Sin(oé-i-ﬂ)—;-sin(a_ﬁ)

4). cosasin § = Snlatf)_sin(o_p)

_ cos(a—p)—cos(a+p)
5). tanatan § = costa—F) Teos(at B

_ cos(a—p)+cos(a+p)
6). cotacotf = cos(a—F) —cos(at B

7)- tanacot = sin(a+8)+sin(a—p)

sin(a+3)—sin(a—3)
§). cotatan § = SHeomay

Proof. To prove the above ”product-to-sum” identities 1)-4) we start with the right-hand
sides, and we transform them until we reach the formula on the left-hand side. We start
with the proof of identity 1):

cos(a — ) —cos(a+ ) (cosacos+sinasin ) — (cos acos f — sin asin 3)
2 2 B
cosacos F +sinasinf — cosacos f +sinasin 3
5 =

_ 2sinasin 3

= sin o sin (.
5 &4

Similarly, we get identity 2) by:

cos(aw — B) + cos(a+ ) (cosacos B+ sinasinF) 4 (cos a cos B — sin asin 3)

2 2
cosacos B+ sinasin § + cosacos f —sinasin§

2

_ 2cosacos

5 = cos a cos f3.
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The proof of identity 3) is

sin(a + () + sin(a — () _ (sinavcos B 4 cos asin 3) + (sin «vcos 3 — cos aesin 3) _

2 2
sinacos 3 + cosasin § + sinacos 3 — cosasin §

2

_ 2sinacos 3

5 = sin « cos 3,

and for the proof of identity 4) we have

sin(a + () — sin(a — ) _ (sinavcos B 4 cos asin 3) — (sin accos § — cos asin [3) _

2 2
sina cos f + cosasin 3 — sinacos 3 + cosasin f

2

_ 2cosasin 3

5 = cos asin 3.

For the proof of identities 5)-8) we have to divide correspondingly two of the identities
1)-4). So we have

sinasin3  cos(a — ) — cos(a + 3)

tan o tan 3 = cosacos B cos(a — B) + cos(a + )
cotrcor = LB _ cosle— ) sl )
o= S = T e
ot = S AL
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3.16 Sum-to-product identities

Theorem 3.29. Let a be an arbitrary real number such that the functions in the below

formulas are defined for their arguments. Then we have:

1). sina+sinﬁ:2sina—+ﬁcosa—_ﬁ

2). sina —sin 3 = 2sin = ﬂcosw
3). cosa + cos f = 2 cos aw COSM
4). cosa—cosﬁ——Qsm“”” m%ﬁ

Proof. Again we shall start from the right-hand side and we will do equivalent transfor-
mations of the expressions until we reach the left-hand side of the corresponding formula.
We start with identity 1):

2sina+ﬁcosa_ﬁ:2sin 24—@ coS g—é =
2 2 2 2 2

2
a f3 a . f a B . a.
=2|sin—cos—=+cos—sin— | - | cos—cos— +sin—sin— | =
2 2 2 2 2 2 2 2
:2singcosa 25+28m 1n§cosé+20082gsinécos§+QSingCOSgsin2é
2 2 2 2 2 2 2 2 2 2 2 2
= sin a cos? g + sin B3 sin? % + sin 3 cos? % + sin asin? g =
=sina (sin2 g + cos? g) + sin 3 <sin2 % + cos? %) = sin o + sin 3.
Similarly, we prove identity 2):
QSina;ﬁCOSa;—BIQSin(%—§>COS<%+§>:
o f3 a . 3 a B o . f
=2|sin—cos— —cos—sin— | - [ cos—=cos—= —sin—sin— | =
2 2 2 2 2 2 2 2
—25111%005%00525 QSiHQQSiIléCOSQ—ZCOSQQSinécosé+281HgCOSgSiH2—
2 2 2 2 2 2 2 2 2 2 2 2
= sin a cos? é — sin @sin? % — sin /3 cos? % + sin o sin? g =
:sina(sin2§+0082§>—sinﬁ(sin2%+cos2%>:sinoz—sinﬁ.
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The proof of identity 3) is the following:

2cosa+6cosa_6:2cos (Q+E)COS(2_@) =

2 2 2 2 2 2
=2 cosgcosé—singsiné . cosgcosé—i-singsin@ =
2 2 2 2 2 2 2 2
= 2cos® gcoszé — 2si112gsin2 é =
2 2 2
= 2cos2g 1 —sin2é -2 <1 — cos? g) sin2é =
2 2 2 2

204.26

2é—28i112§+2008 —sin” — =
2 2 2

= 2 cos? % — 2 cos? %Sin
:2COS2%— 1+1—28in2§ = cosa + cos 3.

Finally, the proof of identity 4) is:

(5 ()

5 (s « 16} a . f e I} a . f3
= — in — — 4+ —sin— ) - [ sin = - — —sin— | =
S 2(:052 coszs 5 S 2C082 00525 )

2§—2sin2%cos2§ =

— 20052 (1 - cos? —2(1— 2_O‘> 20 _
COS 2( COS 2) COS 9 COS 9

2 B 2 B

:2C082g—200829008 ——2cos2é+2c082gcos — =
2 2 2 2 2 2

:2COS2%—1+1—2COS2§ = cosa — cos [3.

a
= 2cos® 5 sin
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Chapter 4

Transformations of functions

4.1 Shifting graphs of functions

In this section, we will investigate how we can obtain the graph of the functions f(z) + ¢
and f(z + ¢) from the graph of f, where ¢ is a real constant.

Since we already have some experiences with drawing graphs of functions, let us consider
the graph of the function f: R — R, f(x) = 2%

fix) = w2

Graph of the function f: R — R, f(z) = 2%

Let us modify the function above and sketch the graph of g : R — R, g(z) = 2% + 4

now.

121
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fix) = w2+4

Graph of the function g : R — R, g(z) = 2 + 4.

Drawing both graphs above in the same coordinate system, we obtain the following:

f(x) = w2+4

f{x) = w2

Graph of the functions f: R — R, f(z) = 2% and g : R — R, g(z) = 2% + 2.

It is easy to see, that, starting with a point (z,y) of the graph of the function f, we
can obtain the element (x, z) of the graph of g by z = y 4+ 2. Since this property is valid
for all pairs of points (x,y) and (x, z) of the graphs of our functions, we may obtain the

graph of ¢ if we shift (or move, or translate) the graph of f upwards by 4 units. Obviously,
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this method works for all positive integers c. It is also clear, that, in the case when c is a
negative real number, we have to shift (or move, or translate) the graph of f downwards
by |c| units (where |c| denotes the absolute value of ¢). Finally, it is trivial, that, if ¢ =0
then the functions f and g coincide.

Let us sketch now the graph of the function h: R — R, h(z) = (x + 4)%

f(x) = x22+4 B

Graph of the function h: R — R, h(z) = (z + 4)%

We shall illustrate the graphs of f and h in the same coordinate system now.

f(x) = x*2+4 B f(x) = w2
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Graph of the functions f: R — R, f(z) =22 and h: R — R, h(z) = (x + 4)%

Similarly to the case above, we can see, that we may obtain the graph of A if we shift (or
move, or translate) the graph of f to the left by 4 units. This method also works for each
positive integer ¢. Furthermore, if ¢ is a negative real number, we have to shift (or move,
or translate) the graph of f to the right by |c| units. (Here, it is also true that, in the case
when ¢ = 0 then the functions f and g are equal.)

It is easy to see that the argumentation above is independent from the concrete functions
f, g and h, it only depends on the connection between the functions. Thus, we can give
a general method for the types of function transformations considered above. In order
describe this method, let us denote by D, the translation of the set D by ¢ units. More
precisely, if D C R is a set and ¢ is a real number, D. C R denotes the set D, = {s + ¢ |
s € D}.

Let ¢ be a real number, D C R be a set and let us consider a function f: D — R.

— In the case when ¢ is nonnegative, we can obtain the graph of the function g : D — R,
g(x) = f(x)+c by shifting (or moving) the graph of the function f by ¢ units upwards.

— In the case when c is negative, we can obtain the graph of the function g : D — R,
g(x) = f(x) + ¢ by shifting (or moving) the graph of the function f by ¢ units

downwards.

— In the case when ¢ is nonnegative, we can obtain the graph of the function g : D, — R,
g(x) = f(x + ¢) by shifting (or moving) the graph of the function f by ¢ units to the
left.

— In the case when c is negative, we can obtain the graph of the function ¢ : D, — R,
g(x) = f(x + ¢) by shifting (or moving) the graph of the function f by ¢ units to the
right.

Examples.

1. Let us sketch the graph of the function g : [0, 00[— R, g(x) = \/Zx) + 4 using the graph
of f:]0,00[— R, f(z) = /().
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f(x) = ¥{1/2)

Graph of the function f : [0,00[— R, f(x) = \/fx)

gix) = w152+

) = wh{1/2)

Graphs of the functions f : [0,00[— R, f(x) = \/(x) and ¢ : [0,00[ — R,

¥

125
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g(z) = /(z) +4.

2. Let us sketch the graph of the function g : [0, 00[ — R, g(z) = v/(z) — 2 using the graph
of f:]0,00[— R, f(z) = /().

) = x(142)

Graph of the function f : [0,00[ — R, f(z) = \/(z).
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Graphs of the functions f: [0,00[— R, f(x) = \/Zz) and ¢ : [0,00[— R,
g(a) = /(x) — 2.

3. Let us sketch the graph of the function g : [0, 00 — R, g(z) = \/(:1:) — 2 using the graph
of f:]0,00[— R, f(z) = /().
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f(x) = ¥{1/2)

Graph of the function f : [0,00[— R, f(x) = \/fx)

B iy
E 4
gix) = w152+
¥4
2 4
() = w*1/2)
2 U 2 i B
X

Graphs of the functions f : [0,00[— R, f(x) = \/(x) and ¢ : [0,00[ — R,
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g(z) = /(z) +4.

4. Let us sketch the graphs of the functions f : R — R, f(z) = cos(z) and g : R — R,

g(x) = cos(x) + 3 separately and in the same coordinate system, too.

fi3) = cosix)

¥

Graph of the function f: R — R, f(z) = cos(z).
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gx) = cos(x)+3

Graph of the function g : R — R, g(z) = cos(x) + 3.

gx) = cos(x)+3

fi3) = cosix)

¥

Graphs of the functions f: R — R, f(x) = cos(x) and g : R — R, g(x) = cos(x) + 3.
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5. Let us sketch the graphs of the functions f : R — R, f(z) = sin(z) and g : R — R,

g(z) = sin(z) — 2 separately and in the same coordinate system, too.

fix) = sin(x)

m-z | 2}{4 6

Graph of the function f: R — R, f(z) = sin(x).
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Graph of the function g : R - R, g : R — R, g(z) = sin(z) — 2.

Graphs of the functions f: R — R, f(z) =sin(z) and g : R — R, g(x) = sin(z) — 2 .
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4.2 Scaling graphs of functions

In this section, we will study, how we can get the graph of the functions f(cz) and cf(x)

from the graph of f, where ¢ # 0 is a real constant.

Similarly to the previous part, we try to get some observations based on our knowledge of

drawing graphs of functions.

First, we consider the transformation type ‘cf(x)’, and we start again with the graph of

the simple quadratic function f: R — R, f(z) = 2°.

121

101

fix) = w2

Graph of the function f: R — R, f(z) = 2

Let us consider the graph of g : R — R, g(x) = 22
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g(x) = 2*w2

Graph of the function g : R — R, g(z) = 222

Finally, we sketch both functions in the same coordinate system:

g = 2Tl

flx) = w2

Graphs of the functions f: R — R, f(z) =22 and g : R — R, g(x) = 22°.

It is easy to see, that, we can get each point (z, z) of the graph of g using z = 2y from
the corresponding point (z,y) of the graph f. Since this property is valid for all pairs of
points (z,y) and (z, z) of the graphs of our functions, we may obtain the graph of g by
stretching (or magnifying) the graph of the function f with the factor ¢ vertically.
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Let us investigate the function h : R — R, h(z) = $2% now.

121

Graph of the function i : R — R, h(z) = ;2.

Sketching f and h in the same coordinate system, we obtain:

Graphs of the functions f: R — R, f(z) = 2% and h: R — R, h(z) = 327

Here, each point (z, z) of the graph of h can be obtained by the calculation z = }ly from
the corresponding point (x,y) of the graph f. Therefore, we get the graph of the function
h by compressing (or shrinking) the graph of the function f with the factor 2 vertically.
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It is important to note, that the sign of ¢ plays also here an important role.

Namely, the graph of k : R — R, k(z) = —2? is:

Graph of the function k : R — R, k(z) = —z2.

If we draw it together with the graph of f, we get
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Graphs of the functions f: R — R, f(z) =2? and k : R — R, k(z) = —2?.

It is easy to see, that we can get the graph of k£ by reflecting the graph of f about the

r-axis.

If we would like to determine the graph of the function m : R — R, m(z) = —22?, we
have to combine the two steps above: we have to stretch (or magnify) the graph of the
function f with the factor ¢ vertically, and we have to reflect this (new) graph about the

r-axis.

This situation is illustrated in the following picture.
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104

B flx) = w2

2. 3 b

i) = -2% "2

Graphs of the functions f: R — R, f(z) =2? and m : R — R, m(x) = —22%.

Let us investigate now the transformations of the type ‘f(cz)’. In the case of the
function f: R — R, f(z) = 2%, we have f(cx) = cf(x) = cz?, therefore, it does not give
new information for us in this case By this reason, in the following, we will consider the

function f: R — R, f(x) = sin(z) us our ‘basis function’. The graph of this function is:
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¥ 1 = sin)

-1

¥

Graph of the function f: R — R, f(x) = sin(z).

Let us consider now the graph of g : R — R, g(z) = sin(2x).
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Graph of the function ¢ : R — R, g(z) = sin(2x).

Sketching these two graphs in the same coordinate system, we get

¥ 1 = singw)

Graphs of the functions f: R — R, f(z) =sin(z) and g : R — R, g(z) = sin(2x).

It is visible that we can get the graph of g by stretching (or magnifying) the graph of
f by the factor 2 horizontally.

The situation is analogous, if our constant is positive, but less than 1. In this case we

compress (or shrinking) the graph instead of stretching (or magnifying) it.

We illustrate these situations with the functions f and i : R — R, h(z) = sin (3z). in

the following pictures.
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3_
2_
y
1_
-4 3 2 4 B
hi) = sin{1/27%) 1 X
-2
-3-

Graph of the function i : R — R, h(z) = sin (3z).

Sketching these two graphs in the same coordinate system, we get

3.
2.
¥ ] () = sin(x)
-4 2 2 U
hix) = sin{1/27%) = x
21
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Graphs of the functions f : R — R, f(z) = sin(z) and h: R — R, h(z) = sin (1z).

Finally, we will investigate the case when our factor ¢ is negative. Let us consider the
function k : R — R, k(z) = sin(—x).

Graph of the function k : R — R, k(z) = sin(—x).
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¥ 1 = sin)

ki) = -sin(x) "

Graphs of the functions f: R — R, f(z) =sin(z) and k : R — R, k(z) = sin(—x).

Similarly to the case of a ‘negative constant ¢’ above, we easily get, that in this case,
after stretching (or magnifying) or compressing (or shrinking) the graph of f(z) = sin(z),

we have to reflect the result about the y-axis.

We illustrate this situation with the graphs of the functions f : R — R, f(z) = sin(x)

and m: R — R, m(x) = sin(—2z).
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4 2 0 2 3 B

i) = -sin2™x)

Graph of the function m : R — R, m(z) = sin(—2x).

¥ ftx) = sin(x)

i) = -sin2™x)

Graphs of the functions f: R — R, f(z) =sin(z) and m : R — R, m(z) = sin(—2x).
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It is also here clear that the argumentations above is independent from the concrete func-
tions, it only depends on the connection between them. Thus, we can give a general method
for these types of function transformations, too. In order describe this method, let D C R
be a set, let ¢ # 0 be a real number and denote D' the set D\© = {c-s | s € D}.

Let ¢ # 0 be a real number, D C R be a set and let us consider a function f: D — R.

— In the case when ¢ > 1, we can obtain the graph of the function g : D — R,
g(x) = c¢f(x) by stretching (or magnifying) the graph of the function f with the

factor ¢ vertically.

— In the case when 0 < ¢ < 1, we can obtain the graph of the function g : D — R,
g(x) = cf(x) by compressing (or shrinking) the graph of the function f with the

factor ¢ vertically.

— In the case when ¢ < —1, we can obtain the graph of the function g : D — R,
g(x) = cf(x) by stretching (or magnifying) the graph of the function f with the

factor ¢ vertically, and reflecting this graph about the z-axis.

— In the case when —1 < ¢ < 0, we can obtain the graph of the function g : D — R,
g(x) = cf(x) by compressing (or shrinking) the graph of the function f with the

factor ¢ vertically, and reflecting this graph about the z-axis.

— In the case when ¢ > 1, we can obtain the graph of the function ¢ : D — R,
g(x) = f(cx) by stretching (or magnifying) the graph of the function f with the

factor ¢ horizontally.

— In the case when 0 < ¢ < 1, we can obtain the graph of the function ¢ : D(© — R,
g(x) = f(cx) by compressing (or shrinking) the graph of the function f with the

factor ¢ horizontally.

— In the case when ¢ < —1, we can obtain the graph of the function g : D© — R,
g(x) = f(cx) by stretching (or magnifying) the graph of the function f with the

factor ¢ horizontally, and reflecting this graph about the y-axis.

— In the case when —1 < ¢ < 0, we can obtain the graph of the function g : D — R,
g(x) = f(cx) by compressing (or shrinking) the graph of the function f with the

factor ¢ horizontally, and reflecting this graph about the y-axis.
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Examples.

1. Let us sketch the graphs of the functions f : R — R, f(z) = sin(z) and g : R — R,

g(x) = 3sin(z) separately and in the same coordinate system, too.

fix) = sinfx)

Graph of the function f: R — R, f(z) = sin(x).
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—_
=

) = Fsinx) -2

Graph of the function g : R - R, g : R — R, g(z) = 3sin(z).

fix) = sinfx)

) = Fsinx) -2

Graphs of the functions f: R — R, f(z) =sin(z) and g : R — R, g(z) = 3sin(z).
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2. Let us sketch the graphs of the functions f : R — R, f(z) = cos(z) and g : R — R,

g(x) = cos(2x) separately and in the same coordinate system, too.

¥ fi3) = cosix)

Graph of the function f: R — R, f(z) = cos(z).
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149

oA

Graph of the function g :

. LN T
NT Rt

alx) = cos(2)

R — R, g(x) = cos(2x).

Graphs of the functions f: R — R, f(x)

=sin(z) and g : R — R, g(x) = cos(2x).
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3. Let us sketch the graph of the function g : R — R, g(z) = 3 cos(x) using the graph of
f:R—=R, f(z) = cos(zx)

I R
1 1 |

/1__1 #) = cos(x)

Graph of the function f: R — R, f(z) = cos(z).
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4

gix) = 3cos(x)
¥ /27

fix) ¥ cos(x)
Z AR 0 7

1

2] #
E
4

Graphs of the functions f: R — R, f(x) = cos(z) and g : R — R, g(z) = 3 cos(x).
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Chapter 5

Results of the exercises

5.1 Results of the Exercises of Chapter 1

Solution of Exercise 1.1

1). This part of the exercise is trivial, so we do not list the results.

2). The domain of the corresponding function is:

a) Dy =R

c) Dy = [4,00]
e) Dy = [—2,00]
g) Dy =R\ {3}

a) y1 € Ry, y2 & Ry
c)y1 € Ry, y2 & Ry
¢) y1 & Ry, y2 € Ry
8) y1 € Ry, y2 & Ry

153

b) Df =R
d) Df :]—00,6]
f) Dy =R\ {2}

h) Dy = Dy =R\ {2}

b) y1 & Ry, y2 € Ry
d) y1 € Ry, y2 & Ry
f) y1 € Ry, y2 & Ry
h) y1 & Ry, y2 € Ry
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4). The range of the corresponding function is:

a) Ry = {—i,oo{ b) Ry = |—00,4]
C) Rf = [0700[ d) Rf = [0,00[

e) Ry =0, 00] f) Ry =R\ {0}
g) Ry =R\ {1} h) Ry =R\ {2}

Solution of Exercise 1.2

a)

10+

-10-4
f(x)Fx+1
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b)
10+
B 54
I T r T 1
-10 -3 0] 3 10
%
f(x)=3x-2
c)
10+
BN 54
T T T 1
-10 -3 0 10

-10 4
f{x)=-25+2
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d)
T X T T 1
-10 -3 5 10
X
-5
104
f{x)F=x"2
e)
10+
ey el
T ) T T 1
-10 -3 ) 10
X

-104
flxl=x"24
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f)

-104
f{x)=2x"2-2

10+

f{x=-=x"2
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h)
104
[ 5 4
T X 1
-10 10
f{x)F-x"242
i)
T ) T T 1
-10 -3 ) 10

-1p <
f{x-x"2+9
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)

104

159

-104

10

-10.4
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CHAPTER 5.

105

RESULTS OF THE EXERCISES

-104

10+

L]

-10

-10-4

L
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n)

105

L]




162 CHAPTER 5. RESULTS OF THE EXERCISES

D)
ﬁ_
e
I T T 1
-10 -5 0 5 10
X
j_
_Ho 4
q)
10
I T T 1
-10 -3 0 5 10
X

-10.4
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r)

-1 -

Solution of Exercise 1.3: In the cases a) and ¢) the curve is not the graph of a function,

which is sown by the below application of the vertical line test:

a) c)

’—/_,__/ 2_
T T T T T T T
-4 2 0 p! 4 4 -2 0 2 4
X X
_2_\\_\\ i
44 44

In exercises b) and d) the corresponding curve is the graph of a function.
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Solution of Exercise 1.4

CHAPTER 5. RESULTS OF THE EXERCISES

The Y-intercept of the corresponding functions is:

a) (0,—2)
d) (0,3)

) (;0)

d) (1,0), (3,0)

Solution of Exercise 1.5:

b) (0,5) c) (0,3)
e) (07 _2> f) (07 _8)
h) (0,) i) <O,§
k) (0,1) 1) (0,1)
n) (0,2) 0) (O,i)
q) (0’3) I‘) -

t) (0,—2) u) (0,-2)
w) (0,1) x) (0,0)
z) (0,2) w) (0,1)
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a)

RESULTS OF THE EXERCISES OF CHAPTER 1

fog 25 +62° + 122 + 823 + 22 + 22 + 1

)(2)

of)(x) =a%+ 22" +42% + 2 + 42 +3
h)(z) = 272 + 542° + 39z + 11

ho f)(x) =32+ 3z +5

fohog)(x)=2725 +1622° + 378" + 4322 + 2552% 4 78z + 11

gogog)(z) =%+ 8z 4+ 282° + 562° + 702" + 562° + 282% + 8x

<

@)

(
(
(f
(
(
(

fohog)(z) =sin®(z® —1)+1
g

(fog)(a) =22+ V2

(g0 ) = Var? + 22
(foh)(r)=2"—3x+2
(ho f)(z) =2® +2 —2
(

(

165

0 g)(x) = 2°" — 92** + 362%" — 87x'® 4 1442™® — 17122 + 1472° — 902° + 362°

-9
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(fog)(z) =3

(9o f)(x) =3

(f o h)(z) = 272° + 542 + 361 + 8
(ho f)(z) = 323 +2

(

(

(fog)(w)=a"—62" + 112> — 5

(go f)(z) = 2% — 22" +22° + 2% — 20 — 1
(f oh)(x) =82 + 122* + 4z + 1

(ho f)(r) =22 — 22 + 3

(

(

(fog)(zx) =a® —32° + 62* — 7T2® + da? —
(Qof)(ff):$6—4x4+x3+4x2—2x+1
(foh)(x) =28+ 32+ 22

(ho f)(z) = 2° — 4a* + 22% + 42 — 4o + 2
(

(

fohog)(z)=a"— 62" + 212" — 502 + 932® — 13827 + 1712° — 1742° + 1482* — 1002° + 54
gog)(w) =a® — 42" + 82% — 102° + 92* — 62 + 32° — 2 + 1
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i) (fog)(x)=a+2"+3
(go f)(z) = 2% —32° + 122" — 192° + 362 — 27z + 28
(foh)(z)=a+22°+ 22> + 2+ 3
(ho f)(z) = 2* — 22 + 82 — 7w + 13
(
(

g) (fog)(z)=a"+42°+5
(go f)(x) = 2* —42® + 82° — 82 4 7
(foh)(x)=a%+22* —22% + 2% — 22 +2
(ho f)(z) = 2° — 62° + 182" — 322° + 372* — 261 + 10
(fohog)(z) =2 + 182" + 1372% 4 5622° + 13062* + 16242% + 842
(gogog)(z) =a®+ 1225 + 602 + 1442® + 147

g) (fog)lw)=2"+32" +2%—1
(go f)(w) = 2% — da" + 42® + 1
(foh)(z) =2%+ 32" + 32" + 2° — 22° — 2z
(ho f)(x) = 2% — 4a* + 2 + 42° — 2z
(fohog)(z) =" + 92" + 332° + 632° + 642" + 302* + 4
(gogog)(z) =a®+42% 4+ 82* + 822 +5

g) (fog)(x)=2%—32"+52% + 2% — 4o —1
(gof)(x)=a+22* + 2 +2* + 2~ 1
(foh)(z)=2%+32" + 62" + 72® + T2° + 42 + 3
(ho f)(z) = 2%+ 22* + 323 + 22 + 32 +3
(fohog)(w) =" — 62" + 120" — 527 — 92® + 152° — 82* — 72 + 32% + 4z + 3
(gogog)(z) =a% — 42" + 142° — To* — 142° + 72> + 32 — 1
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Solution of Exercise 1.6

a) F(x) = fa(c(gr (I3 ( (h5(2))))))

b) F(x) = fz (I3 (f2 (s (97 (I3 (t (hs(2))))))))

¢) F(x) = t (fa (I (cos (94 (I5 (s (hs(2))))))))
d) F(z) := fs (s (fa (2 (t (g7 (s (f5())))))))

e) F(x) = f5 (Is (f2 (s (g6 (¢ (h11 (1a(2))))))))

£) F(z) = fa (s (f5 (¢ (fs (12 (c (b7 (f2(2)))))))))

Solution of Exercise 1.7

a) Let A = {a,b,¢c,d,e}, B = {1,2,3,4,5} and let f : A — B, f(a) = 4, f(b) = 3,
fle)=1, f(d) =5, f(e) = 2. We can illustrate f in the following form:

It is easy to see that f is a function. It is also visible that there are no elements z; € A
and xy € A such that f(x1) = f(x2), which implies that f is injective. Since, for
each element y € B, there exists an # € A such that f(x) = y, the function f is also

surjective. These properties imply that it is also bijective.

b) Let A = {a,b,c,d,e}, B = {1,2,3,4,5} and let f : A — B, f(a) = 4, f(b) = 3,
fle) =1, f(d) =5, f(e) = 3. We can illustrate f in the following form:
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It is obvious that f is a function. Since f(2) = f(5) = 3, f is not injective. Furthermore,
there is no x € A for which f(z) = 2, thus f is not surjective. This means that f is not

bijective.

c) Let A={a,b,c,d}, B=1{1,2,3,4,5} and let f: A — B, f(a) =4, f(b) =3, f(c) =2,
f(d) = 5. We can illustrate f in the following form:

A B

AN
>

It is easy to se that f is a function and it is injective. However, since there is no x € A

for which f(x) = 2, the function f is not surjective. This implies that f is not bijective.

d) Let A={a,b,c,d,e}, B={1,2,3,4} and let f: A — B, f(a) =4, f(b) =3, f(c) =1,
f(d) =2, f(e) = 2. We can illustrate f in the following form:
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It is visible that f is a function and it is surjective. However f is not injective, therefore,

it is not bijective.

e) Let A = {a,b,c,d,e}, B = {1,2,3,4,5} and let f : A — B, f(a) = 4, f(b) = 5,
fle)=1, f(d) =2, f(e) = 3. We can illustrate f in the following form:

It is easy to see that f is a function, it is injective, surjective, which implies that it is

also bijective.

f) Let A= {a,b,c,d,e}, B=1{1,2,3,4} and let f: A— B, f(a) =4, f(b) =4, f(c) =3,
f(d) =1, f(e) = 2. We can illustrate f in the following form:
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It is visible that f is a surjective function. However f is not injective, therefore, it is

not bijective.
Solution of Exercise 1.8

a) Let f: R — R, f(z) =2x — 3. The graph of [ is:

Graph of the function f: R — R, f(x) =2z — 3.

It is easy to see that there are no elements z; and x5 in the domain R of the function f

such that f(x;) = f(x2), which implies that f is injective. It is also clear that, for each
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element y of the range R of the function f, there exists an x in the domain R of f such

that f(z) = y, therefore, f is surjective. These properties imply that f is bijective.

b) Let f: R — R, f(x) = =3z + 2. The graph of f is:

Graph of the function f: R — R, f(x) = —3x + 2.

It is easy to see that, similarly to the previous exercise, there are no elements x; and
x9 in the domain R of the function f such that f(z;) = f(x3), which yields that f is
injective. It is also clear that, for each element y of the range R of the function f, there
exists an z in the domain R of f with the property f(x) =y, therefore, f is surjective.
Thus, f is bijective.

¢) Let f: R — R, f(z) = 3z + 3. The graph of f has the form:
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fo) = 172743

Graph of the function f: R — R, f(z) = %x + 3.

Similarly to the problems above, it is easy to verify that the function f is injective and

surjective, therefore, it is bijective.

d) Let f:R — R, f(z) = 2* + 2. The graph of f has the form:

f(x) = w242

-2

Graph of the function f: R — R, f(z) = 2* + 2.
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Obviously, there are elements z; and x5 in the domain R of the function f such that
f(z1) = f(x2). (For example, f(—1) = f(1) = 3.) Therefore f is not injective.
Furthermore, there are elements y in the range R of the function f, for which there
does not exist any = in the domain R of f with the property f(z) = y. (For example
y = 1 has this property.) This means that f is not surjective. Since f is neither injective

nor surjective, it is not bijective.

e) Let f: R — [2,00[, f(z) = 2> + 2. The graph of f has the form:

) = w242

L

Graph of the function f: R — [2,00[, f(x) = 2 + 2.

It is easy to see that, for each element y of the range [2,00[ of f, there exists an z in
the domain R of f such that f(x) = y, therefore, this function is surjective. However,
similarly to the case above, there are elements x; and x5 in the domain R of the function
f such that f(x;) = f(x2), which implies that f is not injective. Since f is not injective,

it is not bijective.

f) Let f:[0,00[— [2,00[, f(z) = 2? + 2. The graph of f has the form:
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f(x) = w242

TS R R

Graph of the function f : [0, 00[ — [2,00[, f(x) = 2? + 2.

Analogously to the exercise above, for each element y of the range [0,00[ of f, there
exists an x in the domain R of f such that f(z) = y, therefore, f is surjective. Further-
more, there are no elements x; and x5 in the domain [0, oo of f such that f(z;) = f(x2),

which implies that f is injective. Since f is surjective and injective, it is also bijective.

g) Let f: R — R, f(z) = 2® — 1. The graph of f has the form:

0 )= w2
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Graph of the function f: R — R, f(z) = 2% — 1.

Similarly to the argumentation given in Exercise d above, it can be verified that the

function f is neither injective nor surjective, therefore, it is not bijective.

h) Let f: R — [~1,00[, f(x) = 2? — 1. The graph of f has the form:

0 = w2

-é-é-?\“/z’é

X

Graph of the function f: R — [—1,00[, f(z) = 2* — 1.

Similarly to Exercise e, we obtain that the function f is surjective, but it is not injective,

thus, it is not bijective.

i) Let f:]0,00[— [~1,00[, f(z) = 2? — 1. The graph of f has the form:
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0] i) = %21

32 -HU/ 273

X

Graph of the function f : [0, 00— [-1,00[, f(z) = 2* — 1.

Analogously to Exercise f, we may see that the function f is surjective and injective

and this implies that it is also bijective.

j) Let f: R — R, f(z) = (z — 2)%. The graph of f has the form:

Graph of the function f: R — R, f(z) = (x — 2)%
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Similarly to the solution of the exercises above, we obtain that the function f is neither

injective nor surjective, therefore, it is not bijective.

k) Let f: R —[0,00[, f(x) = (x — 2)%. The graph of f has the form:

It is easy to verify that the function f is surjective, but it is not injective, thus, it is

not bijective.

1) Let f:[2,00[— [0,00[, f(z) = (x — 2)?. The graph of f has the form:
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104 fix) = (222

Graph of the function f : [2,00[— [0,00[, f(z) = (z — 2)%

It is easy to see that the function f is surjective and injective, therefore it is also

bijective.
Solution of Exercise 1.9

a) Let A = {a,b,¢c,d,e}, B = {1,2,3,4,5} and let f : A — B, f(a) = 5, f(b) = 3,
fle) =1, f(d) =2, f(e) =4. We may illustrate f in the following form:

A B
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It is easy to see that f satisfies the requirements given in Definition 1.6, thus, it is

a function. Furthermore, f is injective, thus, there exists its inverse. The inverse

f~!': B — A of f has the form:

which means that f™' : B — A, f7'(1) =¢, f71(2) =d, f7'(3) =0, f7'(4) = e and
f715) =a.

b) Let A = {a,b,c,d}, B=1{1,2,3,4} and let f: A — B, f(a) =4, f(b) =3, f(c) = 2,
f(d) = 1. We may illustrate f as:



5.1. RESULTS OF THE EXERCISES OF CHAPTER 1 181

A B

\'4
/N

It is easy to see that f an injective function, thus, there exists its inverse. The inverse
f~t: B — A of f has the form:

that is,

which means that f~!': B — A, f7Y(1)=d, f7'(2) =c¢, f'(3) =0, f'(4) =a.
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c) Let A ={a,b,c,dye}, B=1{1,2,3,4,5}, f: A — B, f(a) =3, f(b) =2, f(c) =1,
f(d) =5. A diagram of f is:

It is visible that f is a function and it is injective, therefore, it is invertible. Drawing

‘mechanically’ the correspondence between the elements of the sets B and A, we obtain:

It is important to notify that the range of the function f is the set C' = {1,2,3,5},

therefore, this set will be the domain of the inverse function f=! of f.
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which gives that f~!': C — Aand f~'(1)=¢, f7(2) =4, f7'(3) =0, f'(4) =€ and
f15) =a.

d) Let A = {a,b,c,d,e}, B ={1,2,3,4}, f : A — B, f(a) =1, f(b) = 3, f(c) = 4,
f(d) =2, f(d) = 3. A diagram of f is:

It is easy to see that f is a function, but it is not injective, since f(b) = f(d) = 3.

Therefore, the inverse of f does not exists.
Solution of Exercise 1.10

a) The graph of the function f: R — R, f(z) =3z + 2 is
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15 i) = T2

-10-

Graph of the function f: R — R, f(z) =3z + 2.

It is easy to see that this function is injective, therefore, it is invertible. Its inverse can
be determined in the following form: by the definition of f, we have y = 3z + 2 for all

x € R, which gives x = %y — % for each y € R. Therefore, the inverse g = f™1 : R — R
of fis g(y) = f~*(y) = 3y — 3 or, writing « instead of y, g(x) = f~!(z) = 32 — 2. The
1

graph of g = f7" is:

2 =724 8 s

0B 6 -4 -2
g = 1/3%%-213 “

54
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Graph of the function g = 7' : R —» R, g(z) = f~'(z) =
The graph of f and its inverse in the same coordinate system

16 ) = T2

0 8 6 4
g(x) = 1/3"x-2/3

-10-

Graphs of f: R — R, f(z) = 3z + 2 and its inverse g = f~' : R — R,
g(x) = fH(x) = 32— 3.
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Graph of the function f: R — R, f(z) = 2z — 4.

This function is injective, therefore, it is invertible. Its inverse can be obtained in the
following form: y = 2x — 4 for all x € R, which yields x = %y + 2 for each y € R. The
inverse g = f71 : R — R of f reads as g(y) = f~(y) = %y + 2 or, writing z instead of
y, g(z) = f~'(z) = 32 + 2. The graph of g = [~ is:

104

glx) = 1/2%x+2

-104

Graph of the function g = f™' : R = R, g(z) = f'(2) = 32 + 2.

The graph of f and its inverse is:
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-1V4 2/ i B 8 10
g S 1me2 L 5

Graphs of f: R — R, f(z) = 2x — 4 and its inverse g = f~1 : R — R,
= f_

g(z) = fH(z) = 32 +2.

c) The graph of the function f: R — R, f(x) = 2* + 1 is:

() = w2

Graph of the function f: R — R, f(z) = 2% + 1.

This function is not injective, therefore, it is not invertible.
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d) The graph of f:[0,00[— R, f(z) = 2%+ 1 is

f(x) = w2+1

X

Graph of the function f : [0,00[— R, f(z) = 2% + 1.

This function is injective, thus, it is invertible. Its inverse can be determined by the
following calculation. The equation y = 22 + 1 for all x € R, gives z = /y — 1 for each
y € R. Tt is important to note that the range of f is the set C' = [1,00[, therefore,
this will be the domain of the inverse of f. The inverse g = f~! : [1,00[— R of f is

g(z) = f~Yx) = /y — 1. Tts graph is:
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Graph of the function g = f~': [1,00[—= R, g(z) = f}(z) =V — 1= (z — 1)z.

The graphs of f and its inverse is:

= (1p{172)

) =%+ 1 and its inverse g = f~1 : [1,00[— R,

Graphs of f:[0,00[— R, f(x
)=fa) = Ve —1=(z - 1)z

gz

e) The graph of f: [0,00[— R, f(z) = 2% — 2 is:
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fi(x) = w"2-2

2

2 4
®

Graph of the function f : [0,00[— R, f(z) = 2% — 2.

The function f is injective, thus, it is invertible. The range of f is the set C' = [-2, 00[,
thus, this set will be the domain of the inverse of f. The g = f~!:[-2,00[— R of f is

g(z) = f~Yx) = V& + 2. Tts graph is:

glx) = (e42)(142)

X

Graph of the function g = f~': [-2,00] = R, g(z) = f~Yz) = Vo + 2 = (z + 2)=.
The graphs of f and g are:
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300 = (e2(112)

1 /2 7

Graphs of f:[0,00[— R, f(z) = 2? — 2 and its inverse g = f~! : [-2,00[ — R,

g(z) = fz) =V +2=(x+2)z.

f) The graph of f:[0,00[— R, f(z) =z + 1 is:

) = wr{1/2)+1

) o

2]

Graph of the function f : [0,00[— R, f(z) =z + 1.

The function f is injective, thus, it is invertible. The range of f is the set C' = [1, 00/,
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thus, this set will be the domain of the inverse of f. The g = f~1: [1,00[— R of f is
g(z) = f~1(z) = (x — 1)%. Tts graph is:

= (z—1)2

ape) = (12

) = wn{1 /2941

Graphs of f:[0,00[— R, f(z) = /x + 1 and its inverse g = f~ : [1,00[ — R,
g(z) = fH(z) = (z — 12
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g) The graph of f:[0,00[— R, f(x) = /x — 2 is:

5 0 ; 1 B g 10
5 K

Graph of the function f : [0,00[— R, f(x) = y/z — 2.

The function f is injective, thus, it is invertible. The range of f is the set C' = [-2, 00[,
thus, this set will be the domain of the inverse of f. The g = f~1: [~2,00[— R of f is
g(z) = f~H(z) = (x + 2)?. Its graph is:

glx) = (er2)2
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Graph of the function g = f7': [-2,00[—= R, g(x) = f~1(2) = (z + 2)°.

The graphs of f and g are:

a(x) = (c+2)°2

2 0/1 B g 10
%
5 BE

Graphs of f:[0,00[— R, f(z) = /x — 2 and its inverse g = f~1 : [-2,00[ — R,
gl) = fHx) = (z +2)%
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5.2 Results of the Exercises of Chapter 2

Solution of Exercise 2.1:

The formula defining the corresponding functions is:

a) f(x) =3z —2 b) f(z) =4z + 1
c) fz) = —2x+5 d) f(x) =—bx—4

The graph of the corresponding function is:
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Solution of Exercise 2.2:

a) f(z) =2z —1 b) f(x) =3z +2
c) flx)=—x+6 d) f(x) =32 +7
e) f(x)=4 f) f(z) =—2x+9
g) flz)=—-Tzx+2 h) f(z) =52 —4
i) f(z) =—-3x+7 j) flx) =4z 42
k) f(x) = =3z + 11 D) f(x)=42+7
m) f(z) = V2z+ /3 n) f(z) =2z -5

Solution of Exercise 2.3
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s) f(z) = V2z+ V3

Solution of Exercise 2.4:

1). The canonical form of the corresponding functions is:

a) f(r)=a>—4

) fl) = —(z—3)"+9
e) f(z) = (x = (=2))" +4
g) f(z) = 22" -2

i) f(x) = —22% -4

k) f(z) = =2(z = (-1))°
m) f(z) = (z—3)" —4
0) f(z) = (x —5)*

h) f(z) =3 (x—1) =3
D)) ==3(x-1)" -3
) f(z) =3 (z—2)

n) f(r) = —42® +1

p) f(z) = —2*+ 16
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2). The factorized form of the corresponding function (provided that A > 0) is:

—i.

fum—

3). The Y-intercept is denoted by C, and the X-intercepts (if they exist at all) by A and

B

0,-4), A(=2,0), B(2,0)
0), A(0,0), B(6,0)
,8), no z-intercepts
0,-2), A(~1,0), B(1,0)
i) C'(0,—4), no z-intercepts
k) C(0,-2), A(—1,0)

m) C(0,5), A(1,0), B(5,0)

b) C(0,6), A(2,0), B(3,0)
d) C(0,-3), A(1,0), B(3,0)
f) C(0,—4), no z-intercepts
h) C(0,0), A(0,0), B(2,0)
j) C(0,—6), no z-intercepts
1) C(0,12), A(2,0)

o, 4(-Lo). 5 (Lo)

p) C(0,16), A(—4,0), B(4,0)
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4). The vertex of the graph of the corresponding function is

5). The graph of f is

b) V (g _411)
d) V(2,1)

f) V(0,—4)

h) V(1,-3)
i)V, -3)

1) V(2,0)

n) V(0,1)

p) V(0,16)

199
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c) d)
10 -
4
10 s 10 0
_4 —
€) f)
10
15 10 s 0 10 15 10 0] 10
-19{

-15 4
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9) h)
4
4 3 X / A 0 4
) 7)
10 10 -
iD I1 ] IID iD 0] IID
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-1p 4
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0) p)

10 207

-10:- -20

Solution of Exercise 2.5: The quotient ¢(x) and the remainder r(z) of the corresponding
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division is

a) q(z) =z + 3,

b) g(z) = 2° — 22" + 2 + 5,
c) q(z) = 2* — 22 — 4,

d) q(z) =2 -z — 1,

g)

h) q(z) = 2® + 72* + 28z + 126,

i gq(z) =2+ 22% — 4,

) qlz) ==+ 1,

k) q(x) = 2° + 40 + 22° — 32% — x — 4,

1) q(z) = 2"+ 22* — 42® — 2% + 32 — 6,

m) q(z) = 2° + 52* 4+ 82% + 112% + 24z + 45,
n) q(z) =2° +a* — 42 + 327 — 42 + 5,

=
Q

q(z) = 2" — 22° + 2* — 5z + 11,

N
~—

Solution of Exercise 2.6

r(z) = —-2zr—1
r(z)=-3

r(z) = —12x + 10
r(z) = —br+3
r(z) =0

r(x) =0

r(z) = —20x + 30
r(z) = 574x — 250
r(x) = —19x + 14
r(z) = —32° + 52® — 2x — 1
r(z) =16

r(z) =16

r(z) = 100

r(z) =0

r(z) =10

r(z) = —bx + 11
r(z) =—3

r(z)= -7

r(x) =—4

r(z) =0

r(z) = 385

r(x) =421

r(z) =—3x—6
r(r)=2x—5
r(z) =bx —4
r(z) = —24x +9
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c) 729

a) 143

f) — 256

i) 64

e) — 3645

h) 36

d) — 6012

g) 48

1) —110
0) 1120

k) 70

— 80

q) — 60

p) —24

u) — 120

x) 192

w) — 240

z) — 28
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5.3 Results of the Exercises of Chapter 3

Solution of Exercise 3.1

2) —% b) ? o)1

d) — ? e) — \/75 f) v/3

g -2 w Y2V ) -2

-1 g -2 ) -1

m) — /3 n) — ? 0) ?

V3 V2 V2

p) 3 q) 5 r) — 9

5) — ? ) ? ) —%

v) 0 w) — ? x) 0

y) not defined z) 0 w) not defined

Solution of Exercise 3.2:

a)@ b) ﬁ(f_l) ¢)2+V3
d)2—-+3 e) %\/2—\/5 f) %\/2+\/§
g Y2V w —Y208 1) ) 23

i —2+V3 k)%\/2+\/§ 1)%\/2_\/5
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